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1 Introduction

When a mobile is in the coverage area of multiple cells, soft handoff is used to prevent mobiles controlled by neighboring cells from causing excessive interference. In SHO, there can be multiple cells that may influence the transmission rate of the mobile. One means to control the traffic between serving and non-serving EDCH cells is the application of relative grants (RG) from non-serving cell [1]. The mechanism for setting non-serving RG is currently under discussion in RAN2 but no decision has been made yet.

In R2-050449 [2], a common rate control mechanism for setting non-serving RG is proposed. A metric is defined as EDCH non-serving loading portion relative to target ‘cell-loading capacity.’ A threshold parameter that can be configured from RNC is used to set the bound on the EDCH loading for SHO users. 

In our view, SHO load control metric should be defined as a fraction of available EDCH loading, not as a portion of total cell loading. RNC configures Node-B with total UL resource target and Node-B scheduler is responsible for allocating to EDCH all the remaining resources after supporting DCH and UL control channels. Available EDCH loading depends on instantaneous DCH and UL control channel fractions. There can be situations when available resource for EDCH is very small. In this case, allocating a portion of cell-loading capacity to non-serving EDCH users may not be feasible. 

The following approach should be used as a mechanism for setting non-serving RG:

· Non-serving RG should control load sharing between in-cell and SHO EDCH users. 

· A SHO load control metric should be defined as a portion of non-serving EDCH loading relative to total EDCH loading.

· A threshold parameter should be specified that controls the limits on SHO loading. The threshold allows SHO users access to UL resource even when the cell is heavily loaded. The threshold sets the limits on allowed UL resource for SHO users. 

· Whether to use common or dedicated non-serving RG should be left to Node-B implementation and not mandated by RAN2 specification. For implementation complexity, a Node-B may use same RG=DOWN for all non-serving users or a group of non-serving users. 

We illustrate a simple SHO load control mechanism and show system-level simulation results. Simulation result shows that there is tradeoff between aggregate throughput and user fairness.

2 Load Control Mechanism

2.1 UL Resource Usage

Figure 1 illustrates an example UL resource usage. UL resource limit is set to ensure stable operation based on link budget analysis. In addition, UL resource target is determined by RNC and signalled to Node-B [3]. It was agreed in RAN2#46 meeting that total available UL resource should be signalled to Node-B as opposed to EDCH target. It is up to the EDCH scheduler to calculate non-controllable portions (including DCH, UL control channels and the resource to support non-scheduled transmission) and allocate all remaining resources to EDCH. It is noted that target UL resource can vary depending on offered load and the background noise environment [4][5]. Therefore, available resource for EDCH varies depending on legacy channel loading and environment. Given this, it is difficult to set aside a fixed amount of resource to non-serving EDCH users. Since Node-B scheduler can control EDCH loading, and not the loading due to legacy channels, we propose to use a relative metric defined as a portion of non-serving EDCH loading relative to total EDCH loading. Figure 1 illustrates that non-serving EDCH portion varies as total EDCH loading changes. When EDCH loading increases, non-serving EDCH loading increases proportional to EDCH loading.
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Figure 1: Illustration of UL resource usage. Total allocated UL resource should be below UL resource limit with large probability. 
2.2 SHO Load Control Algorithm

The SHO loading fraction is defined as a ratio of non-serving EDCH loading relative to the total EDCH loading: 
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Eq. (1)

where 
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. The non-serving and serving EDCH loading can be obtained from DPCCH pilot SIR 
[image: image4.wmf],

0

DPCCH

ck

E

I

, traffic-to-pilot power ratio (TPR) and E-DPCCH SIR for each user k that has radio links with the cell of interest. 
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Eq. (2)
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Eq. (3)

The SHO loading fraction compared with a pre-configured threshold. When the SHO loading fraction exceeds the threshold
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RG=DOWN is sent to all, individual or a group of non-serving EDCH users to indicate SHO overload condition. Upon reception of RG=DOWN, UE decrements its Serving Grant (SG) by a pre-defined step size [1].

2.3 Simulation Results

We have evaluated system-level performance of the SHO load control algorithm. The result is shown in the appendix. Detailed simulation parameters are listed in Table 1. In our simulation, EDCH active set is determined from the downlink DCH active set cell selection algorithm. Figure 2 shows the distribution of active set sizes. The figure shows that 26% and 15 % of the users have 2 or 3 radio links. 

Figure 3 shows the cell throughput performance when the SHO loading fraction threshold is varied. Cell throughput with the SHO load control algorithm turned off is also shown in the figure. This is used as a reference for cell throughput comparison. Largest cell throughput of 1625.28 kbps can be obtained when the threshold is 0. As the threshold increases, cell throughput decreases. Depending on the threshold value, up to a 33% increase in cell throughput is possible by using the SHO load control algorithm. However, this comes at the expense of user fairness. 

Normalized user throughput is often used as a metric for comparing fairness of allocated rates among users in the same cell. A comparison of user fairness is shown in Figure 4. As the threshold increases, fairness improves. When the threshold is 0.2, cell throughput increases by 22.3% without significant degradation in fairness. For full buffer traffic, largest throughput can be obtained by allowing only the minimum data rate for SHO users if fairness is not a concern. However, for bursty traffic, this may not be true.

3 Discussion and Proposal

We prefer to standardize a threshold parameter for SHO load control. We feel that RNC-configured threshold parameter are useful for the following reasons:

· In multi-vendor deployment scenario, UEs that are in SHO with a different vendor’s Node-B should be allowed to use neighboring cell resource. RNC-configured threshold parameter determines how a Node-B controls access to cell resource for SHO users.

· SHO loading fraction depends on non-EDCH loading of the cell of interest and neighboring cells. These loadings can be made available to RNC.

Proposal:

1. RNC configures Node-B with a threshold parameter that specifies the fraction of allowed non-serving EDCH loading relative to total EDCH loading.

2. The threshold is applied only when the sum of EDCH loadings (called offered load) due to serving and non-serving users exceeds the total allowed EDCH loading.

3. RNC may use EDCH measurements such as UL load or non-EDCH load, which are discussed in [3]. 

4. It is up to Node-B implementation whether to use common non-serving RG or dedicated non-serving RG. 

5. SHO load control for group of users depending on e.g. logical channel priority is should be left up to Node-B implementation.

6. To avoid sending frequent RG=DOWN for non-serving users, a filtering mechanism may be defined in RAN2 (FFS). The filtering mechanism and required parameters may be controlled by RNC.

4 Reference

[1] 3GPP TS 25.309 V6.2.0, “FDD Enhanced Uplink: Overall description (Release 6)”, March 2005. 

[2] R2-050449, “Overload indicator command triggering,” Qualcomm, RAN2#46, Scottsdale, USA, February 2005. 

[3] R2-050942, “RRM measurements for EDCH,” Lucent Technologies, RAN2#46bis, Beijing, China, April 2005. 

[4] R1-041071, “Target RoT control methods for HSUPA,” Panasonic, RAN1#38bis, Seoul, Korea, September 2004.

[5] R1-041095, “Overall RoT management,” Samsung, RAN1#38bis, Seoul, Korea, September 2004.

5 Appendix

Table 1: System simulation parameters.

	Parameter
	Assumption

	Cell layout
	Clover leaf, 3 sectors per cell

	Number of cells
	12 sites with wrap-around

	Site-to-site distance
	2.5 km

	Beamwidth
	65 degrees

	Pathloss model
	Hata model (hBS=32 m, hUE=1.5 m)

	Shadowing
	σ=8dB

	Correlation length
	110 m

	Site-site correlation
	0.5

	Channel profile
	Mixture channel 

25 % AWGN, v=3 kmph

37 % Ped-A, v=3 kmph

13 % Ped-A, v=30 kmph

13 % Veh-A, v=30 kmph

12 % Veh-A, v=100 kmph

	Mobility model
	None

	Maximum active set size
	3

	Traffic model
	Full buffer

	MAC-d PDU size
	320 bits

	MAC-e PDU size
	[0 1 2 4 6 8 16 24 32 40 48 56 64] x 320 bits

	Traffic-to-pilot power ratio
	Reference TPR method

(TPR=TPRref x NPDU/ NPDU_ref x Nmulticodes_ref
NPDU_ref =32, TPRref =7dB)

	Minimum set rate
	16 kbps (after 2 transmission)

	DCH traffic 
	None

	DPCCH 
	On

	E-DPCCH
	Off

	HS-DPCCH
	Off

	TTI length
	10 ms

	Scheduling period
	10 ms

	Scheduling metric
	Proportional fairness

	Priority function time constant 
	10 TTI

	Scheduling delay
	1 TTI

	HARQ combining method
	Chase

	Number of HARQ processes
	4

	Maximum number of transmission
	2

	ACK/NACK delay
	2 TTIs

	ILPC
	On

	OLPC target BLER
	1 % after 2 Tx

	OLPC step_up
	0.5 dB

	Number of drops per simulation
	1

	Number of UEs per cell
	10

	Simulation time per drop
	100 sec
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Figure 2: Distribution of active set sizes for UEs in SHO. Maximum active set size = 3.
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Figure 3: Cell throughput performance as SHO loading fraction threshold is varied. Pr{ RoT > 7dB} = 0 is maintained. 
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Figure 4: Histogram of fairness (User throughput/Average user throughput).
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