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1 Introduction

At the recent RAN2 meetings #45bis and #46, potential oscillation problems caused by RG DOWNs from a non-serving RLS were discussed. The fear was that after DOWNs from a non-serving RLS, they would be followed by DON’T CAREs which would cause the UE to again follow the serving RLS grants. It was assumed that the serving RLS grants would immediately indicate UP, which would make the UE increase the rate and cause the non-serving RLS to send DOWNs again. And so on.

The meeting #45bis did not have access to contributions presenting different possible solutions, and the conclusion was the following as captured by the stage 2 update, sec 9.2.2: 

-
Stability may be obtained via a configurable hysteresis after “DOWN” commands are received. Details are FFS.

At meeting #46, it was claimed that hysteresis is not really essential in RG-mode but motivated by autonomous ramping when combined with RGs from non-serving RLS. However, in following discussions it has become clear that autonomous ramping can actually work well with RG-mode’s definition of non-serving RGs and no hysteresis. Also, the above stage 2 sentence currently applies to both modes, and it is not clear to us if a potential removal of the combination autonomous ramping + non-serving RGs automatically implies removal of hysteresis. 

This paper, which is a slightly updated re-submission from meeting #46, explains that hysteresis does not seem very useful, and the paper also proposes an alternative method to handle potential oscillation, without implying any standards changes. 

2 Effects of a ‘hysteresis’ timer

Our understanding of the proposed ‘hysteresis’ timer is that it would prevent the UE from following UP commands from the serving RLS immediately, when non-serving RLS starts to send DON’T CARE again after having sent DOWN.

However, while this may slow down the loop somewhat, the basic oscillation problem is not solved: immediately when the timer has elapsed, the UE will start to follow the serving RLS again, and since the data rate has been lower than what the serving RLS wanted, the serving RLS command is likely to be UP (or even a new higher Absolute Grant). This will cause the same overload as before, and non-serving RLS will have to send DOWN again. In other words, we see the same oscillation, albeit at a lower frequency. 

Naturally, by setting the timer to a high value, and hoping that mobility or traffic will change in the cells involved, the oscillation can be mitigated. Still, the ‘digital’ (listen – don’t listen) behaviour of the timer solution will inherit the oscillation tendency of the original scheme. 

Further, it is possible that the DOWN from a non-serving RLS is a broadcast parameter, valid for all UEs in a cell. Then the effect when the timer elapses may be very brutal: all UE suddenly start to obey the serving RLS grants and may increase their rates drastically.

In essence: potential oscillation is a scheduling control problem and is not solved by letting the UE ignore the scheduler.

3 Alternative means to combat oscillation

After the recent agreement on the happy bit and the decision that it should be set to unhappy also when the rate is reduced by DOWN from non-serving RLS, there is actually a means for the serving RLS scheduler to detect an overload in a non-serving RLS:

· When the happy bit is set to unhappy, but subsequent E-TFCIs indicate decreasing data rate, it means that the SG is reduced by DOWN from a non-serving RLS.

It should be noted that assuming common RGs from non-serving RLS, the above will likely happen for multiple UEs simultaneously, a fact that could be used by the scheduler to refine detection of even a single DOWN.

When detecting such situation, we find it natural that the scheduler is careful with issuing grants to the UE. For example, after having detected such situation, the scheduler may ramp the UE rate extra carefully using RGs, so that sudden drastic increases are avoided. 

We believe that this type of scheduler implementation is quite feasible or even obvious, and should be able to take full care of oscillation problems. The scheduler implementation can also be optimized over time, depending on the experienced severity of a potential oscillation problem. 

Thus, our conclusion is that is seems unnecessary to burden UEs with additional mandatory complexity, resulting in implementation and testing effort, when the potential problem can be solved on the network side with no impact on specifications. 

4 Proposal

We propose to reconfirm the consensus that no specific UE behaviour is needed to avoid oscillation for the remaining scheduler ‘mode’, and that the potential problem is assumed to be handled by the Node B scheduler of the serving RLS.

Consequently, the existing sentence in TS25.309 sec 9.2.2 is proposed to be removed:  
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