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1. Introduction

There is some belief that the status of RLC buffer mapped to TCP would be full or empty most of time. This paper presents simulation results on RLC buffer status to see whether this assumption is true.
2. Discussion
Figure 1 shows the UE model which is used in the simulation.
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Figure 1
FTP/TCP is connected to RLC AM/MAC-e/es in the above model. 

TCP patches data from the file to be uploaded whenever there is room in the TCP congestion window. The size of the TCP congestion window start from 1 TCP segment and increase by 1 when new ACK is received until it has the same size with TCP window. 

When data arrives from FTP application, TCP store it in the TCP window for retransmission, and forward them to the lower layer for transmission. ACK for a TCP segment flush the TCP segment from the TCP window, so that another TCP segment can be patched from the upper layer.

From above we can pick up some factors that will affect RLC buffer status. 
1. TCP window size. This is the maximum amount of data between being transmitted and not acknowledged yet in TCP level. It is also relevant to the maximum RLC Tx buffer size, because RLC Tx buffer can not store more than TCP window size at any case.

2. Round Trip Time. This is the amount of the time between the moment a TCP segment is forwarded to the lower layer and the moment corresponding ACK is received by TCP. Shorter the RTT, faster TCP segments transmitted. 
The path for round trip is between two peer TCP entities, so we can break it down to two parts.

1. Link Layer Delay. This is the delay over E-DCH, so it is relevant to the E-DCH throughput, and it could be quite dynamic over time.

2. Round Trip Delay in wired lines. This is the delay measured between below entities. 

Node B ( RNC ( SGSN ( GGSN ( FTP sever ( GGSN ( SGSN ( RNC ( UE

We assume this round trip delay in wired lines is quite stable. The last link between RNC and UE is not wired line but we don’t treat it differently because only 60 byte ACK is transmitted over the link to make the link delay very small. 
In the next section, we fix the TCP window size and varies E-DCH throughput and round trip delay in wired lines and see how RLC buffer status changes.
3. Simulation Results

Case 1: Low EDCH throughput & short wired line RTT
MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 64 kbps, EDCH throughput min = 40 kbps, EDCH throughput max = 93 kbps

Wired line RTT = 200 msec
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Figure 2: RLC Buffer Status of case 1
The buffer status in this case is full almost all the time. The maximum RLC buffer size is 23.4 KB, which corresponds to 16 TCP segments with TCP/IP header present. 
Case 2: Medium EDCH throughput & short wired line RTT

MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 256 kbps, EDCH throughput min = 140 kbps, EDCH throughput max = 363 kbps

Wired line RTT = 200 msec
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Figure 3: RLC Buffer Status of case 2

The buffer status in this case is dynamic over time. When EDCH is operating at high data rate (e.g. 363 kbps) RLC buffer size is relatively small while it is relatively large when EDCH is at low data rate.

Case 3: High EDCH throughput & short wired line RTT

MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 512 kbps, EDCH throughput min = 262 kbps, EDCH throughput max = 704 kbps

Wired line RTT = 200 msec
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Figure 4: RLC Buffer Status of case 3

The buffer status is dynamic over time, and it is empty sometime. 

Case 4: Low EDCH throughput & long wired line RTT

MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 64 kbps, EDCH throughput min = 40 kbps, EDCH throughput max = 93 kbps

Wired line RTT = 500 msec
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Figure 5: RLC Buffer Status of case 4
Case 5: Medium EDCH throughput & long wired line RTT

MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 256 kbps, EDCH throughput min = 140 kbps, EDCH throughput max = 363 kbps

Wired line RTT = 200 msec
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Figure 6: RLC Buffer Status of case 5
Case 6: High EDCH throughput & long wired line RTT

MTU = 1500 byte, TCP wnd = 22.5 KB (=16 TCP segments)

EDCH throughput average = 512 kbps, EDCH throughput min = 262 kbps, EDCH throughput max = 704 kbps

Wired line RTT = 200 msec
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Figure 7: RLC Buffer Status of case 3

4. Conclusion
It is shown that at least 3 factors affect RLC buffer status. 

TCP window size is negotiated at TCP connection setup phase and transparent to UTRAN.

EDCH throughput varies depending on scheduling strategy, cell loading situation and UE’s channel status etc.

Wired line RTT is depending on the sum of transmission delays of links between Node B and FTP server.
Therefore RLC buffer status would not be kept constant or in simple pattern.
It is recommended for RAN2 to take this into account in designing EDCH.  
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