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1.
Introduction
In this document we discuss the handling of non-scheduled grants and propose a complete design on how to handle them.  The only aspect that is not discussed is the question of whether non-scheduled grants would be defined per HARQ process or per UE. This issue will be addressed by other documents at the meeting and is seen as orthogonal to the aspects discussed here.

The following main purposes of non-scheduled grants have been assumed when reaching the conclusions in this paper:

· Reduce latency by allowing direct transmission of data without the general request/grant cycle;

· Reduce complexity of the Node B scheduler since the scheduler does not need to issue scheduling grants for those logical channels;

· Reduce the amount of signaling overhead  since the scheduler does not need to issue scheduling grants for those logical channels;

· Enable better support of GBR, since non-scheduled grants are not affected by ‘DOWN’ relative grants from non-serving RLSs.

2.
Definitions/Assumptions

In this document, we make the following assumptions, some of which are discussed in more detailed in the referenced documents:

· The term non-scheduled grant refers to the configuration by RRC of the possibility to transmit data without an active scheduling grant. In some documents, the term non-scheduled transmission is also used for the same concept (see [1], [4]).

· Non-scheduled grants are defined per logical channel (see [1]).

· The multiplexing list is used according to the scheme described in [3]. 
Note that in this context, the advantage of this scheme is the possibility to quickly determine the amount of data that could be transmitted depending on the “primary” MAC-d flow that is selected, i.e. the highest priority MAC-d flow and by extension the one that defines the power offset.

3.
Discussion

3.1
Non-scheduled grant Value

As in the case of the scheduled grants, it is necessary to decide whether non-scheduled grants should be configured based on power or based on rate. Non-scheduled grants are meant to satisfy the requirements of low delay tolerance, and low and relatively predictable-rate applications.  As such, these characteristics imply that non-scheduled grants will cause a relatively small amount of interference, and that they will need to enable the application-specific minimum-rate requirement instantly. Contrary to scheduled grants, for non-scheduled grants it is therefore more important to have fine control over the transmitted rate than over the resulting interference. This assumption is also made in section 10.1 of [4].

Conclusion: Confirm that we want to configure non-scheduled grants based on granted rate.

3.2
Support for parallel Non-scheduled grants

We propose to allow for the possibility of configuring non-scheduled grants for multiple logical channels active at the same time. One simple example is the combination of voice and DCCH, both mapped onto the E-DCH. Both of these applications require low data-rates, but have tight delay requirements, and would therefore benefit from non-scheduled grants.

Conclusion: Support the configuration of Non-scheduled grants for multiple logical channels in parallel.

3.3
Combination of Non-scheduled grants

Of course, once we allow non-scheduled grants to be configured for multiple logical channels in parallel the question of how to combine them arises. There are several possibilities:

· Use only a single non-scheduled grant at a time
Even when multiple scheduled grants are available, this scheme would only allow one logical channel to transmit at a time.

· Combine non-scheduled grants
This means that we would allow each logical channel to transmit at its non-scheduled rate independently of what other logical channels do.

· Cap non-scheduled grants
This scheme would be somewhere in the middle. Non-scheduled grants could be combined in a single transmission, but the total could be capped to a maximum rate configured through RRC.

Given that the source rate of the channels for which non-scheduled transmissions will be used is bound to be relatively low, we propose to adopt the second solution, i.e. allowing non-scheduled transmissions up to the sum of the individual non-scheduled grants. Of course each logical channel itself would only be allowed to transmit up to the rate that it has been granted. 

Conclusion: Allow the UE to transmit the data allowed by each logical channel’s non-scheduled grants at any time (within the bounds of the total Tx power of course).

3.4
Combination of Non-scheduled and Scheduled Grants

3.4.1 
Total Granted Rate for a UE

There are two ways of handling the total UE granted rate:

· Assume that scheduling grants encompass non-scheduled grants.

· Consider the scheduled grants are available on top of the non-scheduled grant.

The first possibility allows better control of the effective interference level experienced by the Node B when a scheduled grant is provided. On the other hand, it implies that the Node B might need to give UEs higher scheduled grants than it would have wanted to in order to cover the worse case combination of non-scheduled grants. When the logical channel(s) with non-scheduled grants are do not have data available, the UE could thus send low priority data, whereas the Node B would have wanted to instead prioritize mid priority data from another UE.  The first possibility also requires the Node B scheduler that handles scheduling grants to have intimate knowledge of the non-scheduled grants that were configured for each UE. 

With the second solution, it may also be useful for the Node B to be aware of non-scheduled grants. The reason is to take that into account when determining the amount of UE power available for scheduled transmissions. This computation does not however need to be accurate. Indeed, even if the UE power is not sufficient to transmit both at the same time, it just means that the amount of scheduled data transmitted in a particular TTI will need to be a bit lower while the non-scheduled data is sent out.

We think that the second alternative gives a better compromise on Node B RoT 
control while also allowing to uncouple the functions handling scheduled and non-scheduled grants.

Conclusion: Account for scheduled grants on top of non-scheduled grants.

3.4.2
Final granted rate for logical channels with non-scheduled grants

Logical channels with non-scheduled grants will of course be allowed to transmit at any time. It is not clear however whether they should also be allowed to transmit more data than the defined non-scheduled grant if the UE has been configured with a scheduled grant. 

An advantage of such a scheme would be to speed up the transmission of data for a low-latency application in case a larger data-burst arrives. It could also allow the use of a lower non-scheduled grant, allowing the scheduled grant to pick up the slack in other scenarios. 

However, it is hard to foresee any applications with tight latency requirements and high burstiness that do not also require low jitter. Indeed, if jitter is a concern, a de-jitter buffer aligning to the worse case would be used anyway, since a scheduling grant may not always be present. This results in always operating the application at the worse case delay, i.e. the one resulting from only having a scheduled grant.

Therefore, since allowing this provision would increase the system complexity, we propose to not adopt it.

Conclusion: Only allow logical channels with non-scheduled grants to transmit up to that rate, but not to use the regular scheduling grant.

3.5
MAC-e multiplexing aspects

There are two aspects that need to be taken into account when it comes to allocating space in a transmission among all the logical channels, scheduled or non-scheduled:

· Multiplexing restrictions:
Governs whether there are any restrictions in multiplexing data from logical channels for which non-scheduled grants were configured.

· Prioritization:
Governs the priority of data with non-scheduled grants in the case where the non-scheduled grants cannot all be serviced at the same time because of power limitation.

Although multiplexing restrictions may not be particularly useful in the case of non-scheduled grants, they would give a means for networks that do not wish to allow non-scheduled transmissions at a rate corresponding to the sum of the granted rates to do so. Also, it helps in maintaining the alignment between the handling of channels with and without non-scheduled grants.

Assuming that we allow the UE to transmit at the rate corresponding to the sum of the scheduling and non-scheduled grants, the only case in which prioritization among scheduled and non-scheduled data would play a role is in case of power outage. In that scenario, we propose to rely on the regular logical channel priorities to decide what data to send. 

At equal priorities, we assume that it is the configuration that allows the most highest-priority data to be transmitted that should be selected. Such conditions could arise if we have equal priority data mapped onto different MAC-d flows for which multiplexing is not allowed. Hence, the UE must be able to determine a priori the amount of data that could be transmitted, depending on which MAC-d flow decides the HARQ profile.

Conclusion 1: Use the same multiplexing restriction list for non-scheduled grants as for scheduled grants. 

Conclusion 2: Serve logical channels based on their priorities until we fill the non-scheduled and scheduled grants, or reach the maximum transmit power.

Conclusion 3: Identify the HARQ profile to use based on the one that allows the most highest-priority data to be transmitted.

4.
Resulting E-TFC selection example

The pseudo-code below provides one possible implementation that follows the assumptions described in section 3. This is only provided as a measure of the simplicity/feasibility of the proposal. It is expected that the final text would be put in the form of requirements in order to be aligned with the R’99/Rel-5 description.

The following procedure would achieve the desired outcome:

· find the MAC-d flow that would allow the most highest-priority data to be transmitted based on the logical channel priorities and the multiplexing list (see [3]);

· based on the HARQ profile of this MAC-d flow, identify the power offset to use;

· based on this power offset and the TFC restriction procedure (see [2]), determine the Maximum supported rate that can be sent by the UE during the upcoming transmission;

· set “Remaining Available Rate” to Maximum supported rate;

· set “Scheduled Grant Format” to the highest rate format that could be transmitted according to the current serving grant (SG);

· perform the following loop for each logical channel, in the order of their priorities for as long as the “Remaining Available Rate”  is not zero:

· if this channel has a non-scheduled grant, then:

· fill the MACe PDU up to MIN(Non-scheduled grant, Available Data, “Remaining Available Rate”);

· else:

· fill the MACe PDU up to MIN(“Scheduled Grant Format”, Available Data, “Remaining Available Rate”);

· subtract the rate used by this transmission from “Scheduled Grant Format”;

· subtract the rate used by this transmission from “Remaining Available Rate”;

· Determine the smallest E-TFI that can carry the resulting MAC-e PDU

5.
Conclusion

It is proposed to discuss the proposals in this document. If they are found agreeable by the group, it is proposed to capture these assumptions in the Stage 2. 

Furthermore, a text proposal for 25.321 is provided in [5], which could be considered as a starting point for the stage 3 work.
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