Page 1



3GPP TSG-RAN2 Meeting #46 
Tdoc R2-050346
Scottsdale, USA, 14th- 18th Feburary 2005
Agenda Item:

11.2
Souce:




Samsung
Title:




Buffer Status Reporting Triggers for EDCH
Document for:

Internal Discussion
1 Introduction

Triggers for buffer status reporting has been discussed during the last RAN2 meeting. It has been agreed that buffer status report is triggered periodically and the period is signalled by RRC.

Event based status reporting is still under the discussion. It is general belief that event based reporting is more efficient than periodical one, but is more complex at the same time. 

This paper proposes one simple event trigger, which is efficient in supporting interactive and background traffic.

In the discussion section, we first look at what is the cirtical information for Node B to track UE’s buffer status. It is clarified that buffer input status is more important than buffer output status. 

In the next section we analyze the data generation pattern of interactive and background traffic. Based on the analysis, an event trigger which will report buffer input event efficiently and accurately is proposed. 
2 Discussion
2.1 Buffer Status Tracking in Node B scheduler

Two factors should be taken into account when Node B scheduler tracks a UE’s buffer status; The input to the buffer and the output from the buffer.

Buffer input is caused by incoming of higher layer data, while buffer output is caused by the transmission. 

In node B’s point of view, buffer output is deducible information from E-TFCIs the concerned UE has signaled. 

Both in SHO and in non SHO, the serving node B is aware of the E-TFCI being signalled even when it is not receiving MAC-e PDU itself. 

So it is a simple mathmatics that subtracting the amount of data corresponding to E-TFCI signalled from the overall buffer size.  

Provided that Node B scheduler is aware of buffer output with fair accuracy, Node B scheduler could track UE’s buffer status if it knows the buffer input of the UE.
In the next section, we analyze the typical buffer input pattern of interactive and background traffic. 
2.2 Buffer Input Analysis 
Among four traffic classes currently defined, interactive and background traffic would be most relevant to buffer status reporting. 
Buffer input of streaming traffic is highly predictable, so buffer status reporting will not be needed in most cases. 
But it is a bit different in I/BG traffic, where data is generated in busty manner, meaning that bulk data is generated intermittently. The period of data generation in I/BG traffic is closely correlated with the end-to-end RTT. 
In TCP, new TCP segments are forwarded to the lower layer when it gets ACK from the other host. It means that the period of TCP data generation is the period between the moment a TCP segment is sent and the moment ACK for the segment is received., which is one RTT. 

In Web surfing, HTTP request packet triggers page download from Web server. After downloading and reading a page , new HTTP request packet will be issued. Therefore the period of HTTP request packet generation would be one RTT plus reading time. 

end-to-end RTT is dynamic value. variety of causes contribute the variation of end-to-end RTT, such as layer 2 speed of each link layer between the end-to-end path, queuing delay added in the intermediate routers etc.
To have a general idea of how much end-to-end RTT we have in the current internet world,  RTTs measured by traceroute programme are listed in the table 1. 
a desktop PC with moderate capacity is sending a 40 byte IP packet to the number of destinations, and the time between the moment the packet sent and the moment the response (48 byte) is received is recorded by traceroute programe. The link layer of the source is 3 Mbps ADSL and the location of the source is a city near seoul, korea. 
Table 1 : Average RTT of a IP packet
	Destination Region
	Destination URL
	# of Hops
	Average RTT

	EU
	www.3gpp.org
	18
	330.17 msec

	North America
	www.ietf.org
	13
	222.29 msec

	Korea
	www.daum.net
	9
	10.67 msec

	Japan
	www.nttdocomo.com
	13
	49.17 msec

	China
	www.huawei.com
	14
	226.67 msec


Actual RTT of e.g. FTP will be much longer than the RTT listed above.

1. 40 byte packet ( source ( destination) and 48 byte (destination (  source) are used in the above measurement. In FTP, 1500 byte (source ( destination) and 60 byte (destination ( source) will be used most of time. 
2. Used link layer is 3 Mbps ADSL, which is much faster than typical wireless link.

end-to-end delay is comprises with the accumulated transmission delay and the accumulated queuing delay, where the packet size being transmitted is affecting the accumulated transmission delay. 
Transmission delay in core network would not be significant. For example transmission delay of 1500 byte packet in the OC-3 link is just  0.073 msec.

However transmission delay in the air link should be considered in calculating end-to-end RTT.

Table 2 shows the transmission delay of low speed link when 1500 byte packet is loaded in the link. 
table 2 : Transmission Delay for a 1500 byte packet
	L2 Speed 
	Transmission Delay 
	L2 Speed 
	Transmission Delay 

	16 kbps
	712 msec
	256 kbps
	44 msec

	32 kbps
	356 msec
	512 kbps
	22 msec

	64 kbps
	178 msec
	1024 kbps
	11 msec

	128 kbps
	89 msec
	2048 kbps
	5 msec


We could have more accurate end-to-end delay by adding L2 transmissio delay to the end-to-end delay measured by trace routed programme.  Table 3 shows the estimated end-to-end delay with 64 kbps link layer.
Table 3: Estimated RTT of a IP packet
	Destination Region
	Destination URL
	# of Hops
	Average RTT

	EU
	www.3gpp.org
	18
	508.17 msec

	North America
	www.ietf.org
	13
	400.29 msec

	Korea
	www.daum.net
	9
	188.67 msec

	Japan
	www.nttdocomo.com
	13
	227.17 msec

	China
	www.huawei.com
	14
	404.67 msec


It should be noted that we can have most efficient periodic reporting when the period and the RTT are aligned, but the RTT is affected by the link layer speed, which is time-varying in EDCH.
2.3 Event-Triggered Buffer Status Reporting
At the first glance, the simplest event is the arrival of new SDU at a RLC buffer. Conveniently this simplest event is efficient for most I/BG services e.g. File Upload, Web Surfing etc.
It is often said that one ACK generates one or two TCP segments (during slow start). This is not entirely true because most of deployed TCP use ‘delayed ACK’ mechanism to reduce the number of ACKs. In this mechanism, TCP receiving side wait some time before sending ACK. And during that time, if another TCP segment arrives, those 2 TCP segments are ACKed together by one ACK packet. 

Therefore one ACK usually generates two or four TCP segments, which consequently causes new SDU arrival in RLC buffer. 
Based on the above, required bandwidth of 3 schemes are calculated and compared in the table 3 below. 
· Only Periodic: SI is triggered periodically 
· Only Event: SI is triggered when new SDU(s) arrives
· Event + Periodic: SI is triggered when new SDU(s) arrives or when a period elapsed
Assumed parameters are; 

The size of TCP segment is 1440 byte. Layer 2 throughput is 64 kbps in average. TCP window size is 256 KB. Size of scheduling information is 18 bit.
Table 3: Required Bandwidth Comparison
	Size of File Uploaded
	Only Periodic
	Only Event 
	Event + Periodic, period = 500 msec

	
	Period = 10 msec
	Period = 50 msec
	
	

	
	Total BW
	Ratio
	Total BW
	Ratio
	Total BW
	Ratio
	Total BW
	Ratio

	100 KB
	23040 
	2.81 %
	4608
	0.56 %
	396
	0.05 %
	864   
	0.11 % 

	1000 KB
	230400 
	2.81 %
	46080
	0.56 %
	5670
	0.07 %
	10278 
	0.13 % 

	10000 KB
	2304000
	2.81 %
	460800
	0.56 %
	63270
	0.08 %
	109350 
	0.13 % 


Above table is to show approximate bandwidth requirement, so some details are not taken into account.  
In the event based triggering, new SDU is instantaneously reported to Node B scheduler with very low bandwidth consumed. But event-triggering only could lead to deadlock situation in case of missing SI, so it will be safe to configure periodic reporting with relatively long period. 
3 Proposal
It is shown that event trigger of ‘new SDU arrival’ is efficient at least for the bulk data transfer where relatively large SDUs are used, and almost all types of file upload applications upto date fall into this category.
So the proposals are;

· RRC configure ‘New SDU arrival’ event per logical channel.

· RRC configure periodic reporting per UE.

· Periodic and event based reporting work independently.
· In ‘New SDU arrival’ event, UE wait [TBD] msec before sending SI to cope with the delayed ACK. 
Text proposal reflecting above proposals are attached. In the text, it is also clarified that periodic report will be sent only when there are data to report.
Text Proposal

9.3.1.1.2
Triggers

In the case where the UE’s “Serving Grant” (SG) equals to zero (i.e. UE has no Scheduling Grant) and it has Scheduled data to send on a logical channel for which Scheduling Information must be reported:

· Scheduling Information shall be sent to the Serving E-DCH RLS in a MAC-e PDU..;

· Periodic reporting to protect against NACK-to-ACK misinterpretation;

· Scheduling Information could be sent alone, or with non-scheduled data, if such exist.

In the case where the UE's “Serving Grant” (SG) is above zero (i.e. UE has a scheduling grant): 

· it shall send the Scheduling Information to the Serving E-DCH RLS in the MAC-e PDU;

· the Scheduling Information is sent periodically (period defined by RRC) only if buffers are not empty;
· the scheduling Information is sent when [TBD] msec elapsed after RLC SDU arrives RLC buffer.
· Whether to send scheduling information when new RLC SDU arrives is configured per logical channel .
· 
The details on how Scheduling Information is included in the MAC-e PDU are FFS. 









































































