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1
Introduction

During the RAN2#45 bis meeting different views were expressed on how to handle non-scheduled transmissions (NST) in HSUPA and their relationship with guaranteed bit rate [1] [2] [3] [4]. In an attempt to progress with this issue, this paper first tries to define what NST actually means and then studies several aspects of NST: usage, relation with minimum bit rate, applicability, UE scheduling operation and interaction with E-TFC selection.  A way forward is finally proposed in the conclusion.

2
Definition

Non-scheduled transmissions are transmissions that are not scheduled by the Node B (sic). In other words, NST are transmissions that are not affected by the AG/RG signalling from the serving and by the RG signalling of the non-serving RLS(s). From the Node B viewpoint, NST are resources that are reserved by RNC. NST are therefore very similar to DCH: the E-DCH scheduler in the Node B has to be aware of their existence but cannot control them directly. From the UE viewpoint, NST can be seen as a minimum bit rate that can be used without having to request resources via the happy bit or scheduling information.

Proposal: NST are not affected by the AG/RG signalling from serving and non-serving RLS(s).

3
Usage

From the definition above, one can easily find the two possible usages for NST:

-
Guaranteed bit rate: for a bit rate to be guaranteed, the RG from non-serving RLS should not have any effect. NST can provide such a guaranteed bit rate as per the definition above.

- 
Minimum bit rate: in order to reduce the transfer delay of small IP packet (e.g. TCP ACK, RTSP commands…), it is important for the UE to be able to transfer at low bit rate always, without having to request resources first especially in the 10ms TTI case (for the 2ms TTI case the delays are probably low enough already). Semantically, a minimum bit rate is equal to a low guaranteed bit rate and there is probably no need to distinguish the two. Only the value of the bit rate that is guaranteed through NST will define its applicability.

Proposal: NST are used for providing the UE with GBR.

4
Minimum Bit Rate

The resources related to NST need to be reserved always. In the Node B, the HW has to be ready to decode at the bit rate that is guaranteed through NST, regardless of possible inactivity. In scheduling, the capacity has to be reserved, possibly with a percentage that depends on the inactivity (statistical multiplexing). 

With a possible minimum PDU size of 320 bits, the minimum of 1 PDU / TTI is 32 kbit/s for 10ms TTI and 160 kbit/s for 2ms TTI. While reserving a minimum of 32 kbit/s per UE for NST is not a problem, reserving as much as 160kbit/s per UE might be a major problem in terms of HW utilisation and scheduling efficiency.

Thus, the minimum bit rate should be reduced for the 2ms TTI. A bit rate is defined by a number of bits sent during a period of time. To achieve a lower minimum bit rate we can then either reduce the number of bits, or extend the period of time:

-
Smaller minimum PDU size for E-DCH: with 64 bits PDU, the minimum bit rate can be lowered to 32 kbit/s for the 2ms TTI case. Although it is a straightforward solution, it complicates the provision of high bit rate (PDU size change required in RLC).

-
Subset of HARQ processes used: by allowing only a subset of the HARQ processes to be used for NST [4], the minimum bit rate naturally decreases. A risk however is the possible occurrence of spikes (when only one process is active).

-
Slow down MAC-e: by slowing down the rate at which MAC-e feeds the physical layer with packets, the effective minimum bit rate can be lowered. Here again, the risk of spikes appears.

-
High number of retransmissions: by lowering the transmission power, the number of retransmissions naturally increases and the minimum bit rate decreases. But it does not solve the HW problem: the HW still needs to be reserved always.

None of the solution listed above appears to be simple and efficient. Therefore, it becomes questionable whether to introduce NST for 2ms TTI. As already pointed out in section 3, the delays for 2ms TTI are probably low enough. Besides if the minimum bit rate for 2ms TTI were to be reduced to allow NST, it would become as “slow” as if resources were to be requested and granted in the standard way.

Proposal: NST for 10ms TTI only.

5
Applicability

The main difference between the views that were expressed during the RAN2#45 bis meeting is whether NST should be defined per UE or per logical channel? 

Scheduling Grants (AG/RG) are already defined per UE. In addition, the Serving Grant maintained in the UE is for all logical channels [9]. Thus it seems natural and simple to have NST per UE and let the UE manage its own resources based on logical channel priorities as in R99. The two restrictions that are used to justify having NST per logical channel have been:

1)
When a logical channel with NST is inactive, no other channel should reuse the NST resource;

2)
A logical channel with NST can only use NST resources, nothing more.

Regarding the first restriction, all services should benefit from NST (reduced delays, minimum bit rate). If NST are allowed, there should not be any need to limit their use to a particular logical channel (i.e. service). For instance, when NST are used to provide the UE with a GBR for a conversational service, when this conversational service is inactive in UL, the resources should be reused as much as possible because:

-
These resources are reserved anyway (see section 4) and not using them would be a waste;

-
The radio channel utilization of a UE should be maximised to avoid variations in the interference level [5] [6] [7] [8] (this point was used for selecting the power ratio instead of the E-TFCI index for scheduling).

But having NST per logical channel forbids such a reuse and as a result the reserved resources are wasted and variations in the interference level occur. Forbidding a logical channel to reuse the NST resource of an inactive one in the same UE, is claimed to be required for having “tight scheduling” in place. “Tight scheduling” is aimed at scheduling logical channels individually to ensure that a low priority logical channel from one UE would not steal the resources of a high priority logical channel from another UE. With NST being targeted at providing medium to low bit rate, and the reuse only taking place when the logical channel is inactive and when another logical channel has something to be sent, it is difficult to agree that it would ever be a problem. In addition, quite a good knowledge of the traffic is required to dynamically or statistically reallocate resources from one logical channel to another. Furthermore the reallocation cannot be too aggressive in order to keep the GBR guaranteed. Thus the “tight scheduling” not only tries to solve a problem that may not exist but may not be workable in practise.

Based on the analysis made above, the first restriction cannot be justified.

Then regarding the second restriction, its only purpose is to simplify the per-logical-channel approach. As such there is no particular reason why such a limitation would be required, and actually it introduces a major drawback: NST need to be dimensioned according to the worst case always. 

For a VoIP service, it means allocating around 80kbit/s (Full Header + RTCP). With the per-UE approach, only the typical bit rate could be allocated through NST and whenever non-delay sensitive RTCP reports need to be sent, additional resources could be asked. This avoids dimensioning the bearer according to the worst case always.

One could easily claim that reserving 80kbit/s for VoIP services is not a major issue. However, for high bit rate services like background or streaming services, it is obviously not reasonable to dimension NST according to the worst case and reserve several hundreds of kbit/s, especially when taking the restriction 1 into account. In practise, high bit rate services like background and streaming cannot use NST at all with the per-logical-channel approach! With the per-UE approach, all services can benefit from a minimum bit rate in order to reduce the transfer delay of small IP packet, regardless of their maximum bit rate.

The second restriction forbids NST for any service that potentially requires a high bit rate.

Because the analysis failed to find a reason why the two restrictions are needed and because the second restriction forbids NST to any service that potentially requires a high bit rate (background or streaming), the per-logical-channel approach cannot be justified.

Proposal: NST per UE.

6
UE Scheduling Operation

Assuming NST per UE, the only impact it has on the UE scheduling operation as described in [9], is the introduction of a SGmin representing the minimum value of SG. Going into more details this means that:

-
NST = minimum value for SG always (SGmin). 

-
RG applies to SG as long as SGmin is kept, in other words, RG cannot change SGmin. 

-
AG can include the SGmin or not (no difference as long as both ends know that SGmin is there). 

-
A logical channel can use more resources than the NST if SG > SGmin.

With NST per logical channel, there are a few issues that need to be solved:

-
How are NST reflected in SG?

-
Is the total NST the sum of each logical channel or do we need some kind of prioritisation?

-
In power limited scenario, is the prioritisation based on NST or logical channel priorities?

Proposal: introduce SGmin in the UE scheduling operation.

7
E-TFC Selection

With SG being used in the E-TFC selection algorithm as the maximum allowed power ratio [9], NST per UE does not require any change: prioritisation remains solely based on logical channel priorities. This means that the logical channel(s) used for GBR service should have the highest priority to ensure that they use the NST first.

For NST per flow, it is unclear how E-TFC selection works: 

-
is it still based on logical channel priorities? 

-
How is SG used and how NST are taken into account? 

-
Can a SRB use NST of another logical channel?

-
Do we need one NST per SRB?

Proposal: give the logical channels used for GBR services a high priority.

8
Conclusions

This contribution has analyzed several aspects on non-scheduled transmission (NST) for HSUPA. Because introducing NST on 2ms TTI raises the problem of the minimum bit rate, and because 2ms TTI is fast enough, it is suggested to introduce NST on 10ms TTI only. 

Then regarding the question whether to have NST per UE or per logical channel, the analysis made in this contribution failed to find a proper technical justification for the added complexity the per-logical-channel approach requires, and also identified a major drawback: because the per-logical-channel approach forbids NST to any service that potentially requires a high bit rate, it cannot be used to reduce the delays of streaming and background services.

With a per-UE approach, the only required change is the addition of one parameter (SGmin) in the scheduling operation. With a per-UE approach, the prioritisation remains properly based on logical channel priorities and the radio channel utilization of a UE is maximised for efficient radio resource utilization (as pointed out earlier in [5] [6] [7] [8]). It is therefore proposed to adopt the per-UE approach.

In summary it is proposed:

-
NST are only used with 10ms TTI (not with 2ms TTI);

- 
NST are not affected by the AG/RG signalling;

-
NST per UE (not per logical channel);

-
introduce SGmin in the UE scheduling operation (minimum value that cannot be changed by RG);

-
give the logical channels used for GBR services a high priority
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