3GPP TSG-RAN WG2 Meeting #45bis
               R2-050179
Sophia Antipolis, France 
10 - 14 January 2005

Agenda item:

11.3.2
Source: 
Qualcomm, Ericsson, Nokia, Panasonic

Title: 
Rate-request proposal

Document for:

Discussion, Decision

1.
Introduction
During the last RAN2 meeting (#45) in Shin-Yokohama we had a small brain-storming session on the rate-request scheme. At the time, we identified a number of items on which a decision will need to be reached and got initial proposals from each company (see [1]). Now that companies have had time to think through these issues more carefully, the intention is to see whether we can try to converge on a joint proposal.

In this document we are providing some additional discussion on the issues that were identified and we are proposing a way forward in each case. The general intention of the design is the following:

· Simple

· Small overhead

· Reasonable set of information to perform scheduling, given the existing uncertainties

For the purpose of simplifying the notation, we will call “happy bit” the rate-request related bit on the E-DPCCH and “Scheduling Information” the rate-request information sent in-band on the E-DCH. We will also refer to the explicit granting of resources by the serving Node B using absolute or relative grants, as a “Scheduling Grant”. This should be considered in contrast to autonomous grants, which are configured by RRC. 

2.
Happy bit

2.1
Background

Based on the latest discussions in RAN1, there is one bit still available for RAN2 to use on the E-DPCCH. The opinion of most companies during the previous discussions was that this bit should be used for the purpose of rate-request. The main arguments were the following:

· Faster and more reliable means of requesting additional resources from the serving cell.

· Limited overhead (the E-DPCCH transmission is needed no matter what).

From a system point of view, this one-bit report is likely to be used by the serving cell to make small adjustments in the resource allocation using relative grants. Scheduling information is instead likely to be used in making longer term scheduling decisions, which would be reflected in the transmission of an absolute grant.

Some Node B scheduler implementations may even choose to only use this one-bit indication and rely on the implicit information in the MAC-e PDUs they receive, thus minimizing overhead.

2.2
Encoding

During discussions, this bit was typically referred to as the “Happy” bit. However, the group never actually touched on exactly how such a bit would be used. 

A single bit will only allow to encode two code points. We have identified three different behaviors that these code-points could be mapped to:

· “UP”: Need and can support a higher rate than what I have been allocated.

· “DOWN”: Do not have enough data or cannot support the rate that I am at right now.

· “OK”: No need for any change.

In our understanding, there is a benefit from the point of view of Node B scheduling to be able to maintain some level of stability in rate-allocation. For this purpose, we feel it would be beneficial to allow the UE to indicate that it is satisfied with the rate that has been allocated to it. Furthermore, it is important to allow the UE to request a higher rate.

On the other hand, having the UE indicate that it either does not have enough power or data to make use of the current allocation is not very useful. Indeed, the rate selected for the transmission itself is likely to reflect this.

Conclusion: Use “Happy” bit to indicate “UP”/”OK” as per the definitions above.

2.3
UE behaviour

A proposed condition for setting the happy bit to “UP” would be the following:

- 
UE has more data in its buffer (total buffer) than it can send with the current bit rate in x TTIs (x network configurable if needed), AND

- 
UE has enough power & other capabilities to transmit with a higher bit rate.

The happy bit shall be set at every TTI for which the above conditions are met.

Conclusion: Set the “Happy bit” based on the criteria above.

3.
Scheduling Information

3.1
Reliability schemes

As has been agreed, the scheduling information is transmitted inband as part of MAC-e. During the brain storming session at the last meeting we identified a number of mechanisms that could help in increasing the reliability of the scheduling information transmission to the serving cell. 

Two scenarios, in which UE sends Scheduling Information to the Node B have been identified:

· Scenario 1: Scheduling Information is sent by itself.  (The UE has no Scheduling Grant and no permission to send its data via autonomous transmission.)

· Scenario 2: Scheduling Information is sent with data payload. (The UE has an Scheduling Grant or permission to send its data using autonomous transmission.)

3.1.1
Power boost

This mechanism refers to increasing the power offset used for a transmission that carries scheduling information. The idea is that this would increase the transmission reliability, while also decreasing the delay. This increase in power offset will have an adverse effect on the link efficiency. In the case where the scheduling information is sent by itself, this impact is likely to be negligible. If however the scheduling information is sent together with a large payload, this inefficiency could start weighing in on system capacity. In addition to this, having special handling of the power offset setting during regular data transmission is likely to increase the complexity in the E-TFC selection algorithm. 

We therefore propose to only apply power boosting when the scheduling information is sent by itself.

Conclusion: Use “boosting” when Scheduling information is sent by itself (Scenario 1). 

3.1.2
Repetition

This mechanism is referring to repeating the scheduling information on consecutive HARQ processes without waiting to receive the feedback from the different cells in the DCH active set. The assumption when this was proposed is that there would of course not be soft-combining across HARQ processes even though the payload is the same, as the receiver is not aware of this a priori.

The only advantage this scheme provides relative to simple boosting of the first transmission is an improvement in time diversity and a more even power distribution. On the downside, since it is not possible to soft-combine the different scheduling information transmissions, it is bound to be less efficient than boosting. Given that we assume a relatively small scheduling information message, any gain this mechanism might provide is unlikely to be significant. Therefore, we propose to not support this scheme to improve the reliability.

Conclusion: Not useful

3.1.3
Re-transmission schemes

During the offline discussions, two re-transmission schemes were identified in order to increase the likelihood that the scheduling information will be received by the serving cell. 

· In Scheme 1, the UE does not flush packets that include a scheduling information after receiving an ACK from a non-serving cell, but instead continues the re-transmissions until an ACK is received from the serving cell. 

· In Scheme 2, after the UE receives and ACK from a non-serving cell for a packet that includes a scheduling information, it flushes the packet and includes the scheduling information with new data payload in the following packet as well. Scheme 2 resembles more a scheduling information triggering scheme than a re-transmission mechanism. Indeed, it would make sense to update the scheduling information every time the transmission of a new data packet is initiated.

Both schemes will increase the serving cell chances of receiving the scheduling information. It should be noted however that only Scheme 1 can ensure that the scheduling information will be received by the serving cell when the UE is in a persistent imbalance situation. Scheme 2 can statistically improve the likelihood that one is received, but in the end it cannot overcome a constant bias. Of course, in these situations, the rate the UE can support will typically be low. Therefore accurate buffer status and power headroom information would likely not be as critical. Furthermore, Scheme 1 would result in some level of inefficiency as the associated data payload will be re-transmitted un-necessarily even though it was already received by a non-serving cell.

We propose to again distinguish the behaviour based on the scenario. When the scheduling information is sent by itself (Scenario 1), the inefficiency of using Scheme 1 would have a negligible system impact. It therefore makes sense to use it in this scenario. When scheduling information is sent with data payload (Scenario 2) it is proposed to instead rely on Scheme 2, implemented as a scheduling information triggering scheme.

Conclusion: When scheduling information is sent by itself (scenario 1), use Scheme 1 (re-transmit until ACK is received from serving cell).  When scheduling information is sent with data payload (Scenario 2), use Scheme 2 (just trigger another request to be sent with new data payload).

3.1.4
No overhead transmissions
When a UE performs transmissions of data, there will typically be at least some padding in order to align the payload to the closest larger TB size. In the cases where this padding is larger than the size of the scheduling information, sending it would come for free. Even though it is difficult to rely solely on this scheme, it would provide some simple and inexpensive, in terms of system resources, to increase the reliability.

Conclusion: Allow the UE to transmit the scheduling information instead of padding on any transmission.

3.2
Information Fields

3.2.1
Encoding scheme

There are two ways of managing the scheduling information. One is to rely on event triggered reports and to only indicate the event ID that caused the report to be sent out. The other is to indicate the actual buffer and power information. In our opinion, the only difference between these two approaches is that the first is much more amenable to Layer 3 re-configuration. On the other hand, it may be less well suited for periodic type reporting, which as we argue below would also be needed.

Given that we would prefer to have a relatively simple scheme, with limited configurability, we propose to actually rely on reporting the values directly. Below we provide discussion on some of the contested items.

Conclusion: Encode the information itself rather than rely on reporting event IDs.

3.2.2
Highest Priority Level and buffer status

Knowledge of the highest priority data in the UE buffer is critical for any scheduling scheme that attempts to closely control the RL resources.  This information will tell the Node B how time critical resource-allocation to this UE is. Also, some idea of the amount of data available with this priority will help define the amount of resources to allocate.

For some types of traffic (e.g. Guaranteed Bit-rate - GBR) it is possible for the RNC to configure the UE with non-scheduled transmissions that satisfy all the service requirements. As a result, these services would not require the Node B to provide scheduling grants. Yet, because these services are likely to be allocated the highest priority, they would be the ones to be included as part of the scheduling information, thus masking the services that do require scheduling grants. It is therefore proposed to only consider the services that require scheduling grants when generating the scheduling information report.

It is impossible to rely on the presence of non-scheduled transmissions (some services may require scheduling grants also), or the service QoS requirements (this information is not available in the UE access stratum) to implicitly identify the behaviour to apply for each logical channel. Therefore, we propose to signal explicitly for each logical channel whether it should be taken into account by the UE in filling out the scheduling information. In what follows, we will call “Scheduled Data”, the data coming from these logical channels.
Conclusion 1: Include the highest priority level and buffer status in the scheduling information.

Conclusion 2: Identify in the RRC signalling which logical channels should be taken into account when generating the scheduling information. 
3.2.3
Logical channel ID 

Identifying the logical channel from which the highest priority data originates would enable the Node B to determine the power offset used by the UE to transmit the information (through using the DDI mapping table)., This would in turn enable the Node to determine the grant needed to transmit the data in the UE buffer, making a more precise grant allocation possible. Assuming that the Node B is made aware of the priority of each logical channel a priori, signalling the logical channel ID would replace explicit signaling of “highest priority level” (discussed in section 3.2.2 above). 

Conclusion: Include logical channel ID of the highest priority data in the scheduling information, assuming that the bit count allows it. This eliminates the need to explicitly include the highest priority level.

3.2.4
Total Buffer status

In addition to the highest priority data buffer status, it is beneficial for the Node B to have some information on the total buffer status. This would help in making more long-term resource allocation decisions. It would also enable detection of growing buffers ‘hidden’ behind a continuous flow of high priority data. 

Conclusion: Include the total buffer status in the scheduling information. 

3.2.5
Power headroom

In order for the serving Node B to be able to allocate reverse link ROT effectively, it needs to know up to what power each UE is able to support. This information could be conveyed in the form of a “power headroom” measurement, indicating how much power the UE has left over on top of that used for the DPCCH. As in the case of the absolute grant, there are two possible solutions depending on how the DPDCH is taken into account:

· Report max_UE_Tx_Power / DPCCH

· Report max_UE_Tx_Power / (DPCCH + DPDCH)

We feel that using the power headroom relative to the DPCCH alone would give a more stable and more accurate representation of the UE power cap. Note that the Node B already has some knowledge of the DPDCH transmission rate, which it could take into account in allocating scheduling grants. 

Conclusion: Include in the scheduling information the ratio between maximum UE Tx power and the DPCCH power as a measure of the power headroom. 

3.3
Triggering schemes

3.3.1
Objectives

The features of an optimal triggering scheme would be:

· Achieve short delay in delivering scheduling information when it is most relevant (e.g. large changes).

· Reliable delivery of scheduling information.

· Fulfill the needs of a wide range of scheduler implementations.

The second point is referring to the possibility of NACK to ACK misinterpretation on the scheduling information feedback. It is necessary to have a scheme that can address these error scenarios.

Event reporting is always more efficient than periodic. On the other hand, periodic is simple and can help improve the reliability. Therefore, the main outstanding questions relates to the complexity of implementing event triggers for this purpose.

3.3.2
Periodic triggering

Periodic reporting is the simplest scheme for handling error scenarios such as NACK to ACK misinterpretations. Given the difference in impact vs. overhead in the two scenarios, we would also suggest allowing the configuration of different periods for the case when an active grant is available and the case where there is none.

Conclusion: Support periodic triggers (preferably with different periods for the two scenarios).

3.3.3
Complexity of Event triggering

Given the assumption that we would not be reporting the event ID that triggered the scheduling information, it would not make much sense to introduce events that are not linked to the reported values. Therefore, we propose to define events based on the following items:

· Power headroom

· Total buffer status

· Highest priority

· Highest priority buffer status

Equivalent measurements are already supposed to be performed by the UE in order to comply with the requirements for TVM and for TFC blocking. However, in both cases the measurements are expected to be performed at 10ms intervals. 

Going forward, we propose to try to trigger reports based on quantities that are as closely related as possible to the existing ones. The timing requirements for the 2 ms TTI case need to be considered. 

Conclusion: Support event triggers, and try to define events based on available quantities at the UE. 

3.3.4
Reporting rate control

Since we are now proposing to use multiple triggering schemes, it could be argued that a “prohibit” scheme, similar to what is used in RLC, is needed in order to avoid triggering reports more often than necessary. Such a scheme could for example be achieved with a single timer at the UE, started every time new scheduling information is sent out. Scheduling information would not be transmitted while the timer is running, and if a report is triggered while the timer is running, then the report would only be sent once the timer elapses.
Although the complexity of such a scheme is limited, it also does not cover all possible scenarios. Indeed, a prohibit timer could in some circumstances delay the back-to-back transmission of substantially different scheduling information. Consider for example a UE configured with both a low priority and a high priority logical channel. When new data is received for the low priority channel, the corresponding scheduling information would be sent out and the prohibit function would be started. If soon afterwards data is received for the high priority channel the new scheduling information will have to be delayed until the prohibit timer is elapsed. Handling such scenarios could make the scheme substantially more complicated than the solution described above.

Furthermore, the overhead we are discussing is quite small (see section 3.2 above)l. Therefore, an occasional spurious transmission would have quite negligible impact. 
Conclusion: No need to support prohibit timer in order to limit the rate of transmission of scheduling information.

4.
MAC-e Header structure

The current working assumption is that the MAC-e/es header will include the following fields:

· TSN: Transmission sequence number (6 bits).

· DDI: Data description indicator (6 bits).

· N: Number of MAC-d PDUs (6 bits).

As per other design choices, the incorporation of the control information into the payload should allow the alignment of payloads (including all MAC header information) with TB sizes. Preferably, the control information would have at most the size of the MAC-e header itself, meaning that a TB size set optimized for the MAC-e header would also handle this control information efficiently. 

Assume for example that the size of the MAC-e header is H, then the TB size set will include values of the form: N*336+M*H, where M will typically represent the number of header extensions that need to be supported. If the scheduling information is larger than H then the next TB size would need to be used. This would be equivalent to increasing the overhead by an extra H, meaning that the scheduling information would end up costing an overhead of 36 bits. On the other hand, if the size of the scheduling information (RR) information stays within H, then the overhead will only be H-RR_size.

This would mean that it would be preferable for the entire scheduling information message to fit within the bounds of the MAC-e header.  Two possibilities were considered below. 
4.1
Specific DDI code point to indicate scheduling info

Specific DDI code-point does not take bits on MAC-e header, but costs 6 bits in the MAC-e control.

· Extensions (e.g. L2 based mobility indication) are achieved using different DDI values.

· 12 bits of scheduling information could be supported based on the current 18 bit MAC-e header size.

4.2
New single bit to indicate scheduling info

New bit in the MAC-e header to indicate the presence of control information costs one bit in the MAC-e header, (it only needs to be added once). In that case, there would still be 18 bits available for the scheduling information:

· One or two bits of control info type ID following at the beginning of the control information (only when the new bit indicates control.

· 16 bits of information could be supported based on the current 18 bit MAC-e header size (counting two bits to identify the control info type).

4.3
Discussion

From the point of view of pure overhead, it would make sense to use the DDI based approach for as long as the duty cycle of the scheduling information is less than 1/6. Since this is likely (especially for the 2ms TTI case), it might initially seem to be a good idea to go with that scheme. However, one should also take into account the alignment between payloads and TB sizes. Going with the DDI based approach would mean limiting the scheduling information to 12 bits if we wanted to make it equivalent to a single MAC-e header.

Given that little effort was expanded to minimize the header size, we do not think that it would be a big deal to add one more bit for the purpose of indicating the presence of control information.

Conclusions: The inclusion of scheduling information in a MAC-e PDU should not consume more bits than a single MAC-e header. Introduce a new bit in the MAC-e header to indicate the presence of scheduling information.

5.
Proposal

In the proposal below, the number of bits allocated for each field are indicative of what the proposing companies consider to be sufficient for representing the associated information, while also ensuring that the total header size remains within the 18 bits of the MAC-e header. If the MAC-e header size were to be changed, or if the idea of trying to align the TB sizes to the payload size were to be abandoned these numbers could also be adjusted.
· Assume the presence of the happy bit on E-DPCCH

· Use “Happy” bit to indicate “UP”/”OK”
· “UP” is set based when the required conditions are satisfied (see section 2.3 above). 
· Report format

· Same information and format across all scenarios

· Control info ID (indicating how to interpret the control information): [1/2] bits

· Total buffer status: [5] bits

· Power headroom: [4] bits

· Highest priority buffer status: [3] bits

· Logical channel ID (implicitly giving highest priority value and MAC-d flow ID): [4] bits.

· Total: [16/17] bits 

· Multiplexing

· Scheduling information can be sent either by itself, or together with other data.

· 1 new bit in the MAC-e header to indicate presence of scheduling info

· Serving cell reception

· Scheduling info sent by itself: 
· In HARQ, wait for ACK from serving cell (Scheme 1)

· Define HARQ profile for scheduling info: power offset (boost) and max number of re-transmissions.
· Scheduling info sent with data: no special handling, rely on triggering scheme (see below)

· Triggering

· In case the UE has no  active scheduling grant:

· Trigger as soon as first “Scheduled data” (i.e. data coming from logical channels that rely on scheduling grants – see section 3.2.2) arrives.

· Periodic trigger.

· In case the UE already has an active scheduling grant:

· Some event triggers relative to values included in the scheduling information. 

· Keep triggering scheduling information reports until ACK is received from serving cell (re-transmission scheme 2).

· Periodic trigger (probably different period than in the case where no active grant is available).
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