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1. Introduction

It has been a general agreement that EDCH UE reports its buffer status to Node B scheduler. EDCH is supposed to handle various kind of applications, and the most efficient buffer status reporting mechanism would be different application by application. Since having finely customized mechanisms tuned to each case is not what we want, we need to have a simple and flexible buffer status reporting mechanism. 

This paper analyze the traffic characteristics of applications that are likely to be run over EDCH. 

Based on the analysis, a reporting mechanism is proposed.
2. Traffic to consider

In this section we identify the traffics likely to be mapped to EDCH.

We categorize the traffic which should be served by non-scheduled transmission and the traffic which should be served by scheduled transmission. We assume that delay sensitive traffic that does not tolerate scheduling delay or traffic which is very urgent and whose traffic volume is very small should be served by non-scheduled transmission and all the other should be served by scheduled transmission. 

It is assumed that non scheduled transmission does not require buffer status reporting, so we focus on the scheduled traffic in analyzing RLC buffer status in Section 3.. 

2.1 SRB

SRB generates RRC messages irregularly. Uplink RRC message in general has small size, which would be fitted into a single RLC PDU. Transfer delay is not defined for this traffic, but transmitting RRC message as soon as possible with the highest priority has been kind of de facto SRB handling.

Considering the characteristics of SRB (highest priority and small traffic), we assume SRB will be served in non scheduled manner. By the definition of non scheduled transmission, we also assume SRB will not report its buffer status to get rate grant. Therefore we don’t consider SRB in defining buffer status reporting.

2.2 VoIP

VoIP generates one voice packet every 20 msec during talk spurt and one SID packet every 160 msec during silent period. The size of voice packet ranges from 88 bit to 768 bit in 12,2 kbps AMR codec. However only couple of packet sizes are used most of time [1]. Transfer delay is very tight for this application. Typically 250 msec end to end delay is the minimum requirement for any real time voice traffic. Considering that 80 msec per voice packet is already consumed in the physical layer, we don’t have any room for buffering in VoIP packet handling. 

Therefore VoIP traffic shall be served by non scheduled transmission, meaning that buffer status will not be reported for VoIP application. 

2.3 Other conversational services like video telephony, interactive gaming

Video telephony is not the service that will be widely used in the near future. The traffic characteristics of video telephony is not well defined like VoIP traffic, but one obvious thing is that it has as strict delay requirement as VoIP. 

Having video telephony as non-scheduled transmission is a bit questionable, considering it is quite heavy traffic with the variable data rate. But there are no other means to meet the strict delay requirement, so we assume video telephony will be also served by non-scheduled transmission.

Interactive game usually generates small packets very frequently. [2]. shows that a popular internet game generates 20 ~ 40 byte packet in average every 50 msec. It corresponds to 4.48 ~ 7.68 kbps in RLC level (IP/UDP header compression is applied). 

We assume interactive game should also be served by non scheduled transmission in a sense that it is small and delay sensitive traffic. 

2.4 Packet Switched Streaming Service

PS streaming service like video streaming generates packets at pseudo constant rate. Video stream basically has variable data rate, but pre-buffer at the server and post-buffer at the client make the stream almost constant data rate. Tolerable transfer delay of streaming service is related to client’s buffering capacity, and couple of seconds buffering before play-out is usual setting. 

Assuming 1 ~ 2 seconds’ transfer delay allowed for streaming services, streaming service should be served by scheduled transmission, where buffer status reporting is essential. 

Detailed analysis on a PS streaming traffic will be given in the next chapter.
2.5 Web surfing (HTTP)

Web surfing is a typical interactive service. Interactive service does not have any delay requirement, so using non scheduled transmission for this type of application will not be verified even though this interactive service is quite small. 

Detailed analysis on web surfing will be given in the next chapter. 

2.6 File Upload (FTP)

File upload is a typical background service. One possible service scenario of FTP over EDCH is uploading pictures or media clips taken by the embedded camer/camcoder. 

File upload usually accompanies bulk data transfer, which does not have any delay requirement. So this shall be served by scheduled transmission. 

Detailed analysis on the file upload(FTP/TCP/IP) will be given in the next chapter. 

3. Traffic Analysis 

We identified that streaming service, interactive service and background service are what we have to consider in defining buffer status reporting mechanism.

In this chapter, each service is analyzed to show what will be the typical RLC buffer status when it is mapped to EDCH. 
3.1 RLC buffer status of a PS Streaming service

Section 7.4 of [3] shows number of use cases for PS streaming service. We take one of them as an example, and simulate RLC buffer size based on the following assumption. 

Below are the traffic characteristics of the PS streaming service simulated. 

· Voice streaming flow and Video streaming flow are multiplexed in a single radio bearer 

· Video application generates 11 RTP packets per second. RTP payload size is 500 byte and RTP packet size is 560 byte.

· AMR is operating at 7.95 kbps. 10 AMR voice packets are concatenated in a RTP packet, so 5 RTP packets are generated per second. RTP payload size is 220 byte and RTP packet size including IP/UDP header is 280 byte. 

· For simplicity header compression is off for both flows.

· A user runs the application for 10 seconds. 

QoS parameters, RLC parameters and EDCH parameters are assumed as follows;

· Allowed transfer Delay is 2 second

· Required SDU error ratio is 10e-4

· 1 % RLC retransmission is assumed

· RLC PDU size is 640 bit

· Average granted rate for this radio bearer is 64 kbps.

· EDCH TTI is 10 msec

· Average number of HARQ transmissions is 4
Figure 1 shows the simulation results on RLC buffer status.
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Fig 1. RLC buffer status of the PSS RAB running over EDCH

It takes 12.4 seconds to transmit 696640 bit over the EDCH when the average throughput is 64 kbps. 

The minimum buffer size during the non-empty period is 0.55 KB, the maximum size is 5.98 KB and the average size is 3.34 KB. 
3.2 RLC buffer status of Web surfing

Web surfing traffic consist with the uplink request and downlink response. Web surfing is a typical asymmetric traffic where downlink traffic is much heavier than uplink traffic. Request packet is coded with HTTP, which is a text based protocol. Let’s assume a HTTP request packet with the following contents 


The size of the above packet is 332 byte. 

We assume in the simulation that the sizes of HTTP packets range from 302 byte to 362 byte with equal probability. Then 362 ~ 422byte (=60 byte TCP/IPv6 header +HTTP packet) SDU will be  generated whenever UE request new web page. 
Below summarizes the traffic characteristics of the web surfing service described above. 

· HTTP/TCP/IPv6 is used

· HTTP request packet is generated every reading interval.

· Reading interval = RANDBETWEEN(1,60) seconds

· HTTP request packet size = RANDBETWEEN(362, 422) byte

· A user runs the application for 30 minutes. 

QoS parameters, RLC parameters and EDCH parameters are assumed;

· Transfer Delay is not defined.

· Required SDU error ratio is 10e-6

· RLC PDU size is 640 bit

· EDCH TTI = 10 msec

· Scheduling delay (= from the moment a rate request is sent to the moment when the transmission commences) is 100 msec

· Average number of HARQ transmissions is 4
· Average granted rate for this radio bearer is 16 kbps.
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Fig 2. RLC buffer status of the Interactive RAB running over EDCH

During 1800 seconds, 60 HTTP request messages and 190456 bit are transmitted. Since there are no activities in uplink between adjacent request messages, RLC buffer is empty most of time. 

To see more clearly what happens in RLC buffer when it is not empty, Fig 3 shows RLC buffer status during the first 3 seconds.
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Fig 3. RLC buffer status of the Interactive RAB during the first 3 seconds

At 1 second, a RLC SDU (the first HTTP request packet) arrives the RLC buffer. This SDU is segmented to number of RLC PDUs, and transmitted when they are scheduled by MAC-e/es. It takes about 500 msec to complete transmission of this SDU.

Basically this operation is repeated while the web surfing application is running. 
3.3 RLC buffer status of File Upload

TCP is usually used for bulk data transfer and it is more complicated protocol than appears. 

At the TCP connection setup, small control packets are exchanged first. And then so called ‘slow start’ take place before TCP operates at full rate.
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Fig. 4 TCP operation

MTU (Maximum Transfer Unit) is 1500 byte and the underlying protocol is IPv6 above diagram. 

At transmitter, SYN packet and ACK packet (for the SYN packet from the peer end point) are to be transmitted before the transmitter starts actual transmission. Then the TCP segments are sent whose size is MTU. Usually two TCP segments are sent at the reception of an ACK from the peer entity during slow start, and one TCP segment is sent at the reception of an ACK after slow start. 
We simulates a RLC buffer status of the TCP connection uploading 512 kilo byte file.

Below summarizes the traffic characteristics of the TCP file upload service. 

· TCP/IPv6 is used.

· Slow start is on, and TCP window size is 65535 byte
· TCP RTT (round trip time between 2 TCP entities) is 1 second. 

· File size is 512 KB
QoS parameters, RLC parameters and EDCH parameters are assumed as follows;

· Transfer Delay is not defined.

· Required SDU error ratio is 10e-6

· RLC PDU size is 640 bit

· RLC Tx window size is 512 PDUs, corresponding to 40960 byte.

· EDCH TTI is 10 msec
· Average granted rate for this radio bearer is 14.1 kbps.
· Average number of HARQ transmissions is 4
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Fig 5. RLC buffer status of TCP running over EDCH

It takes 321.5 seconds to transmit 4237066 bit(=517.2 KB) over the EDCH with the average throughput of 14.1 kbps. 

Most of time RLC buffer status is between 20 KB and 23 KB.

RLC buffer status is largely affected by the EDCH throughput. 

In the low loaded cell, even this low priority background service will be granted high data rate, so that RLC SDUs will be almost immediately served which will make buffer status more like that o interactive traffic shown in the figure 2. 

However background service will usually be granted the remaining data rate after all the other services are served. So we assume RLC buffer of FTP services will look like what we presented above.

In the following section, proposals for buffer status reporting are presented based on the results given in this section.

4. Proposals on Buffer Status Reporting 
4.1 Reporting Scope: collective reporting or individual reporting

We see that RLC buffer status has quite different patterns depending on what kind of service the RLC is serving. 

Delay requirements are different service by service so that some logical channels would require quite frequent reporting while others would tolerate certain delay. 

Above two suggest that having a collective buffer status report for all logical channels mapped to a EDCH is not efficient. 

So our proposal regarding reporting scope is that buffer status should be reported per logical channel and that periodicity or triggering event for the status report should be set per logical channel also. 
4.2 Report Format

Assuming a buffer status report contains the size of a RLC buffer, a buffer status report in general would have following format.

Buffer Status Report = The identity of the logical channel being reported + Buffer Size
The maximum buffer size that could be used in a report would be the maximum size of a RLC buffer, which could be hundreds of KB requiring around 20 bit code space. 

Alternatively we can signal the number of RLC PDUs for RLC buffer size. In other words, RLC buffer size is scaled by RLC PDU payload size when reported. For example, a status of a RLC buffer having 6400 bit with the RLC PDU payload size defined as 640 bit is 10.

Currently RLC buffer size is signaled by the number of RLC PDUs that could be stored in the RLC transmission window, and the maximum size of RLC transmission window in RRC signaling point of view is 4095. Then we can reduce the required code space for reported value to 12 bit.  

For the logical channel identity we can not use C/T value because C/T is valid only within a MAC-d flow. But we already have well defined identity for this purpose in DDI. 

Our proposal is to use DDI and the number of PDUs for buffer status report.

Buffer Status Report = DDI of the logical channel being reported + N which is the number of PDUs stored in the RLC buffer.
The size of a buffer status report is 18 bit. 
4.3 Reporting Frequency

Some companies believe that buffer status reports should be sent very frequently to feed Node B scheduler fresh information. This may be valid if new data arrives RLC buffer quite often. 
Table 1 lists average and standard deviation of RLC SDU inter-arrival times of the simulated traffics.

<Table 1>

	
	PSS Streaming
	Web Surfing 
	File Upload

	Number of RLC SDUs 
	184
	61
	380

	Average inter-arrival time of RLC SDUs 
	62.2 msec
	29820.1 msec
	746.6 msec

	Standard deviation of inter-arrival times 
	29.8 msec
	16953.9 msec
	265.9 msec


In the PSS streaming traffic model, 184 IP packets are generated and delivered to the RLC transmitter one by one in average every 62 msec. 

In the file upload model, 380 IP packets are generated and delivered to the RLC transmitter one by one in average every 746 msec. Not like streaming, RLC SDU inter-arrival time of TCP is affected by the throughput provided by the lower layer very much. That’s because one ACK triggers TCP segments to be delivered to the lower layer. So with the higher throughput provided by EDCH, average inter-arrival time will be decrease. For example in the same traffic model with the average grant changed to 256 kbps, average RLC SDU inter-arrival time is 107.1 msec. 

The justification of quite frequent reporting is that new data can come into the buffer anytime to change buffer status. But table 1 shows that new data is coming with relatively long periodicity (in the order of hundreds msec) so that quite frequent reporting (in the order of msec) is not really helpful. 

Our assumption for reporting periodicity is that it should be configured per logical channel with the transfer delay taken into account so that the new data’s existence would be reported several times before the RLC SDU discard timer would result in an SDU discard. For example a RLC SDU will be reported at least 4 times with the configuration of RLC SDU transfer delay set to 500 msec and reporting periodicity set to 100 msec.  

4.4 Reporting Overhead

One important criteria in defining buffer status reporting mechanism would be that how much overhead it introduces.

Table 2 lists the ratio between the amount of overhead and that of the user data of the simulated traffics, when the proposed reporting scope and the format are used. 

<Table 2>

	Reporting Periodicity
	Overhead Ratio

	
	PSS streaming
	Web Surfing
	File Upload

	50 msec
	0.64 %
	7.40 %
	2.73 %

	100 msec
	0.32 %
	3.82 %
	1.37 %

	500 msec
	0.06 %
	1.02 %
	0.27 %

	1000 msec
	0.03 %
	0.63 %
	0.14 %


It is observed that the overhead ratio of web surfing traffic relatively high, but it would not be a problem because interactive service is light traffic so that the overall overhead caused by this interactive service will be small compare to other traffic. For example, total overhead caused by File Upload with 500 msec periodicity is 11574 bit while total overhead of web surfing with 500 msec periodicity is only 1944 bit.

It is observed in the table that overhead ratio can be kept below acceptable level (less than 0.5 %) with the proper setting of reporting periodicity. 

5. Conclusion

In this paper followings are proposed for buffer status reporting.

· Triggering event or reporting period for buffer status report should be configured per logical channel.

· Buffer status reporting should be performed per logical channel.

· The format of buffer status report is DDI corresponding to the logical channel being reported and N corresponding to the number of PDUs(or the buffer size scaled by the PDU size corresponding to the DDI) in the RLC buffer.
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