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1. Introduction
For MBMS, the point-to-point (PTP) or point-to-multipoint (PTM) radio bearer selection procedure is performed before the radio bearer setup [1]. The selection is purely based on the number of users in the cell which is obtained by the counting method. The counting is performed by multi-step probability setting in order to regulate the uplink access load. However, how to set up the probability range, how to code it, and how to change the next-step probability is important for the counting performance which affects the number of steps needed for counting as well as the counting delay and signaling overhead. In this paper, we first analyze the counting method theoretically. Then two issues are emphasized: the range of the probability factor and its coding; the required counting steps which could determine required number of access periods per modification period. 
2. Counting Analysis
When performing counting in a cell, the RNC sends the first probability factor (PF) to the cell, and hopefully get some idle UEs (or URA_PCH UEs) to make RRC connection request (or Cell Update). If the number of counted users is not large enough to cross the counting threshold, another PF is sent out to count more users. The procedure continues until the decision is made or PF=1 is reached. 

Let us assume in that cell:

PF range is PFi, i from 0 to N-1
Users in idle mode (or URA_PCH mode): M (unknown to the network)
PTP/PTM threshold: T

Users in Cell_FACH, Cell_PCH and Cell_DCH: H

Allowed Users that can perform the uplink access during one access period: 10
 

Then the RNC needs to determine whether M is greater or equal to  (T-H)
. Assume T-H ≥1.
1) First the RNC sends PF1, statistically M* PF1 users will set up the RRC connection (or perform Cell Update). To regulate the uplink access load, PF1 should be set to a very small value, which should be based on a reasonable maximum number of users in a cell. For example, if we say 10000 users could be a possible maximum number of users for a cell for a certain service, then PF1=0.001 may be good enough.

Comment 1: reasonable maximum number of users (idle or URA_PCH) determines the initial probability for controlled uplink access load.

2) After the first counting, two cases could happen: 
a. L users respond to the counting (RRC connection setup request or Cell Update).

In this case, first the RNC can statistically assume that the number of idle or URA_PCH users is L/ PF1 (note this information is useful for future counting); 

If L ≥ T-H, the PTM decision can be made;   

If L < T-H, the RNC will perform the next counting at the start of the next access period; the probability setting can be much optimized here, which is (T-H-L)* PF1/L. Considering the statistically uncertainty, PF2 should be the smallest PFi which is greater than (T-H-L)* PF1/L (if (T-H-L)* PF1/L ≥1, the PF2 =1) . 
Statistically, after the second counting, the PTP/PTM threshold value can be made.

Comment 2: if there are users responded during the first counting, the counting procedure will most likely be finished in the second counting by the PF adaptive setting (PTP/PTM decision can be made).   

b. 0 users respond to the counting.  

This case means PF1 is setting too small, which statistically means (M < 1/ PF1). 

The next counting then can be set to 10* PF1.
Whenever there are users responded, case a) occurs (adaptive setting for the next probability can be performed); then the counting will most likely be finished in next step. 

Therefore, the worst case is that very small users or even no users are there. In this case, PFi will increase by 10 times every step until goes to 1. The number of counting is most likely to be 1/ PF1+1. In the case of PF1=0.001, we may need 4 counting steps.  

Comment 3: In the case the number of users is very small and even no users, we may need 1/ PF1+1 counting steps for accurate counting from the statistical point of view. 
Comment 4: It is seen that the estimated number of users in the cell is important; we suggest the network can utilize the previous estimated user information in the previous counting procedure for the future counting. Certain averaging techniques could be applied.
3. PF Range and Required Counting Steps 

For the PF range, as we stated in comment 1, PF1 should be determined by the reasonable maximum number of users (idle or URA_PCH) for a certain service in a cell. If we set the maximum number 10000, the better initial PF is 0.001. In the initial proposal contained in the draft RRC CR, we use power 2 increase of the PFi, with step =1, i.e., 2^(-8:0). That may not good enough for the initial PF (we may need to reduce the initial PF close to 0.001). An simple improvement is to set the PF range = 2^(-10:0). The incurred load of the PF transmission is the same as before, 4 bits PF (binary coding), and this can reduce the initial uncertainties.
The more important issue is the step value, i.e., step=1 may be large for the performance. It is obvious if we reduce the step (equivalently increase the PF transmission load), we can reduce the unwanted uplink access by avoiding the PF fluctuation. For example, for 5 bits PF encoding, we can allow maximum 2^5=32 different PF values. But on the other hand, over-accuracy may not improve the counting performance; because we already introduced uncertain statistical factors in the counting (like user estimation, etc). We simulated the RACH access load for different PF bits and also the optimal case (Figure 1). The maximum number of users is set to 10000. The PTP/PTM threshold value is set to 5.  
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Fig.1. RACH Access Load for different PF bits
In Fig.1, we can see that if the PF is encoded in 5 bits, given maximum 32 PF values, we can get most the gain even compared with the optimal case (which introduce very large PF load). The 5-bits PF encoding seems a good tradeoff point from the access load point of view. In that case, the PF is set to 2^(-10:0.32:0). The last PF can be directly set to 1.  
We also simulate the number of required counting steps in the counting method for different PF bits. The number of users varies from 1 to 10000. For certain number of users, we repeat enough times to obtain possible uncertainties. Fig 2 shows the results.
[image: image2.emf]Counting Steps

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 1 2 3 4 5 6 7 8

Number of Counting Steps 

PDF

4 bits 

5 bits 

6bits

7 bits 

8 bits  

optimal


Fig.2. Number of counting steps.

From Fig.2, it is seen different PF bits (load) shows very small difference for the required counting steps. Furthermore, we can see that given the initial PF to be 0.001, around 95% counting procedures can be finished in 4 steps. Only 5% needs 5 counting steps. Since what we consider in chapter 2 is the statistical theoretical property, it is likely a given sample does not follow the statistical analysis. This occurs more often when the user pool is small. For example, give number of idle or URA_PCH users is 4. The following table shows a typical example seen in the simulations:

	
	Step 1
	Step 2
	Step 3
	Step 4
	Step 5

	PF
	0.001
	0.01
	0.04
	0.4
	1

	Response
	0
	1 (estimated 100 users)
	0 
	1
	2


When step 2 set PF=0.01, 1 user responded; this occurs around 5% probability. This makes the network estimated the users to be 100, and even all other step exact follow the statistical property. We still need 5 steps.  
Since most of the counting can be finalized in 4 steps (given initial PF=0.001), the multi-step counting can work pretty well for the PTP/PTM selection. 
Furthermore, we also provide some additional methods to take care of the 5% cases if it is believed to be important (this could be only implementation issues).
1) Allow 5-6 access periods per modification period. If cannot, allow continuous counting during the next modification period.

2) If the network can be aware of the estimated number of users by any means, for example, previous counting, etc. Then the first step PF can be set to a larger value, this can directly reduce the counting steps. For example, if the network knows the number of users (idle or URA_PCH) is less than 1000, the initial PF can be set as 0.01. This can directly reduce the counting step to 4-5.   

3) In the simulations, we see this 5% always occurs when the number of users is small (less than 20). This is because statistical analysis is more accurate when the sample pool is large. The “abnormal” case likely occurs when the pool is small. Hence, in most of situations, when we cannot finish counting on time (say step 4), the last step can be directly set to 1.  

4. Conclusion 
In this paper, we first theoretically analyze the current multi-step counting scheme for PTP/PTM selection. Then we show the simulation results for the counting performance from both the access load and the number of required counting steps.  

For the probability range and its coding, we suggest: Instead of using 2^(-8:0) as PF range which is 4-bits coding; using 2^(-10:0.32:0) which is 5-bits coding, i.e., 2^(-10), 2^(-9.68), 2^(-9.36), 2^(-9.04), …., 2^(0), totally 32 values. 
For the number of required counting steps, we suggest to allow 4 access periods per modification period to cover the 95% counting. 
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� There are total 16 preamble signatures and 12 RACH sub channels; 10 is a conserve number. 


� We consider the case that Cell_FACH, Cell_DCH, Cell_PCH users need not respond to the counting. 






