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1.  Introduction

The number of TB sizes needed for E-DCH and the resulting padding has been discussed in previous meetings [1], [2]. These contributions mainly concentrated on the solution with a fixed TB size table as for HS-DSCH. It is clear that the number of needed TB sizes is dependent on how the TB sizes are selected and if the TB sizes are configurable or fixed. In this paper we discuss some alternatives on how to handle the TB sizes for E-DCH and show the resulting padding.

4.
Alternatives for E-DCH TB sizes

It is currently assumed that 6 bits will be available to indicate the E-TFCI resulting in 64 TB size values. Depending on the coding used on the physical layer it might be possible to increase this to 7 bit i.e. 128 TB size values.  An issue that needs to be considered is that the MAC-e header has variable size depending on the number of MAC-d flows or MAC-d PDU sizes that are multiplexed together in a TTI. It is here assumed that each MAC-d flow or MAC-d PDU size adds 14 bits to the header. The exact value depends on the details of the MAC-e format but is not expected to affect the conclusions of this discussion.

With the above assumptions a number of main alternatives for handling E-DCH TB sizes can be outlined. 

1.  Fixed generic TB size table

A fix TB size table can be specified similar as for HS-DSCH. If the table is generic, i.e. not optimised for any particular RLC PDU size or number of MAC-d flows, the natural choice is to have a logarithmic spacing of the TB sizes since this gives the same amount of relative padding for all TB sizes and minimise the worst case padding. The worst case and average padding and is shown in the table below.

	
	Worst case padding (%)
	Average padding (%)

	Number of E-TFI bits
	2 ms TTI
	10 ms TI
	2 ms TTI
	10 ms TI

	6 bits (64 sizes)
	5.3
	7.7
	2.6
	3.8

	7 bits (128 sizes)
	2.7
	3.9
	1.4
	2.0

	8 bits (256 sizes)
	1.3
	2.0
	0.6
	1.0


Table 1 Padding in percent for different number of E-TFCI bits

It is here assumed that the TB sizes are distributed in the range 320-10000 bit for 2 ms TTI and 320-50000 bit for 10 ms TTI, (i.e. two different tables) resulting in a maximum data rate of 5 Mbit/s. If the maximum data rate is lower the padding is reduced, e.g. with max 2 Mbit/s for 10 ms TTI the worst case padding equals 6.4 %. The average padding is half of the worst case padding. For HS-DSCH the worst case padding for medium to large TB sizes is 1.8 % (average 0.9%). For small TB sizes where linear steps in the TB size is used, the worst case padding for HS-DSCH is 8% (average 4%).

With 6 bits E-TFCI the padding is not acceptable. If 7 bits E-DCH is used, the average padding equals 1.4 % for 2 ms TTI and 2.0 % for 10 ms TTI which might be feasible.

2.  Fixed TB size table optimised for certain assumptions

One alternative to the generic TB size table is to have a specified table (or several tables) that are optimised for certain assumptions on the configuration (e.g. RLC PDU size and the number of MAC-d flows and whether SRBs are mapped to E-DCH or not). In this way the padding can be reduced for a particular configuration. One drawback with optimising the TB size table for a certain configuration (e.g. a given number of MAC-d flows) is however that the overhead gets significantly larger compared to the generic table for other configurations than the one that the TB size table is optimised for. This means that it will be practically unfeasible to e.g. change the RLC PDU size to a different value since this can easily give a worst case padding of 15-20%. This problem could partly be solved by specifying a number of TB size tables, each optimised for a certain configuration. Another and maybe more severe problem is that the 64 values are not sufficient to cover all possible payload size variations that can occur for a given configuration. That means that by trying to adjust the TB sizes to some payload sizes, the worst case padding increases for other payload sizes.

It is thus not straightforward to optimise a TB size table even for simple configurations. As an example, consider that the TB size table is optimised for the following configuration: 

· One interactive/background radio bearer with RLC PDU size 320 bit

· One SRB with RLC PDU size 128 bit 

· One or two MAC-d flows are multiplexed in the same TTI

It is assumed that each MAC-d flow in a TTI adds 14 bit MAC-e header. For the I/B radio bearer up to 29 PDUs needs to be considered for 2 ms TTI and up to 140 PDUs for 10 ms TTI. For the SRB it could be sufficient to consider only 1 or 2 PDUs in a TTI since most UL RRC messages are small. Thus the TB sizes could be selected to fit the following: 

[1,2,3,…MAX] * 336 + [1,2] * 144 + 28 bit (I/B PDUs and SRB PDUs multiplexed together)

[1,2] * 144 + 14 bit (only SRB PDUs with one MAC-d flow)

The approach above would result in 60 different values for 2 ms TTI and 282 values for 10 ms TTI, i.e. for 10 ms TTI this would not be possible with 6 bit E-TFCI. This could be solved by having a larger granularity for larger TB sizes, i.e. In steps of several RLC PDUs. However, the worst case padding would be in the order of 15-20 % which is not acceptable. For 2 ms TTI, the 64 TB size values are sufficient to cover the above case. The only padding that arises is 14 bit in case data from only one MAC-d flow is transmitted, which however corresponds to less then 2% worst case padding.

As an alternative, one could optimise for the payload sizes that arise both with one and two MAC-d flows which would save 14 bit padding in case only data from one MAC-d flow is transmitted. This however requires so many TB values that  it is not possible to realise even for 2 ms TTI.

If a solution with fixed tables optimised for a certain configuration is adopted, there is a need to specify several tables, each optimised for a certain configuration. The following cases are foreseen to be most common:

· I/B radio bearer with 320 bit payload, SRB with 128 bit payload (1 or 2 MAC-d flows)

· I/B radio bearer with 320 bit payload, 1 MAC-d flow (SRBs mapped to DCH)

· I/B radio bearer with 640 bit payload, SRB with 128 bit payload (1 or 2 MAC-d flows)

· I/B radio bearer with 640 bit payload, 1 MAC-d flow (SRBs mapped to DCH)

In addition, conversational radio bearers should be considered
 as well as 2 times I/B with different combinations of 320 and 640 bit PDU sizes. Since the payload size can be different than the today commonly used 320 bit and 640 bit, a generic TB size table based on logarithmic spacing should also be specified to cover different payload sizes.

It can be seen that the number of TB size tables can be quite large leading to a significant testing, implementation and specification effort. If only a few tables are specified, the remaining configurations would be covered by the generic table (which in any case should be available). This however would mean that the generic table is likely to be used widely anyway and the motivation for the optimised tables decreases.

3.  Configurable TB sizes

One alternative to the fixed specified TB size tables is to have the TB sizes configurable as for R99. From a testing point of view this would not be a big difference compared to fixed table(s) since a default configuration anyway could be specified in the test specification. However quite some signalling would be needed: Assuming that a relative coding is used where only the difference between the TB sizes is signalled, approximately 10 bit per TB value is needed which would require around 640 bit (or 80 octets) which is quite large. If the TB sizes are octet aligned 7 bit per TB size value would be sufficient which would require 448 bit (or 56 octets) in total. This is in the same order as the TFS needed for R99 (Downlink and uplink). For configurable TB sizes it is however clear that 7 bits E-TFCI would require too extensive signalling.

It should be noted that even if the TB sizes are configurable, the problem remains that 64 TB size values is not enough to give an acceptable amount of padding, especially for 10 ms TTI.
4.
Conclusion

All of the alternatives for handling TB sizes have some drawbacks. With 6 bit E-TFCI it is difficult to find a feasible solution;  The use of a fixed generic TB size table gives relatively high padding. And the use of a table/tables optimised for certain configurations lead to smaller padding for some configurations but even higher padding (than the generic table) for other configurations. The optimised tables also require a relatively large testing and standardisation effort. The configurable TB sizes increases the amount of RRC signalling which may not be desirable. 

With 7 bit E-TFCI, we feel that a fixed generic table would be feasible similar as for HS-DSCH. With 6 bit E-TFCI we don’t see an attractive solution. Our recommendation is therefore:

1. To ask RAN1 if they could provide 7 bit for the E-TFCI

2. Given that RAN1 agrees to use 7 bi E-TFCI: Agree to use specified generic tables for the TB sizes, one for 2 ms TTI and one for 10 ms TTI. 
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� Note that the values differs slightly from the ones presented in [1] since the values in this paper are calculated as the amount of padding relative to the TB size and [1] calculated the padding relative to the payload size.


� For VoIP applications, the radio bearer has typically more than one RLC PDU size which requires even more TB sizes if an optimisation is done.





3GPP


