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Introduction

Until Rel-5, UE memory requirement or UE memory management was mainly described in the context of AM RLC entity and MAC-hs entity, each in 25.322 and 25.321. Actually, UM RLC does not need buffer, because it only needs to process received UM RLC PDU.

With the introduction of MBMS, which mainly uses UM RLC entities, even UM RLC entity need memory for operations like selective combining or out-of-sequence delivery.

In this document, we try to investigate UE memory usage for MBMS.

Memory Usage In MBMS 

1.1 Memory Usage For MTCH.

For MTCH, the only function that requires memory is reordering functions that will recover missing RLC PDUs from multiple streams. The required memory size of reordering buffer is expressed by the reordering buffer window size and the size of each RLC PDU.

Firstly, the requirement on the reordering buffer window size is related to the maximum allowed transmission time deviation between UTRAN nodes. The window size should be large enough to take advantage of the last instance of transmission of a RLC PDU. Thus, the windows size is directly related to the maximum number of PDUs that can be transmitted from the time when a PDU is firstly transmitted from one cell to the time when a PDU is transmitted lastly from another cell. 

On the other hand, the RLC PDU size can be affected by many factors, like UM RLC entity SN space, data bitrate of the service. As for the UM RLC SN space, it will be likely that SN space will be 7 bits like Rel99. Thus, to prevent SN ambiguity, maximum number of RLC PDU that can be transmitted during maximum transmission time deviation between network nodes should not exceed 64. Then the required size of RLC PDU is expressed as following:
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Please note that it is assumed that the RLC PDU size does not change from TTI to TTI. Because the MTCH stream is transported over multiple cells, it’s hard for UTRAN to schedule transmission without static RLC PDU size.   

Considering currently used RLC PDU sizes and typical high data rate nature of MBMS service, it is easily assumed that it is beneficial to have as large as possible window size. Thus currently possible UM RLC windows size without SN ambiguity is 64.

Then memory requirement for one MTCH will be approximately like this:
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In [1], it is assumed that the time deviation between network nodes is around 0.5s. With this value, the required memory is 64Kbit for one typical 128Kbps MBMS service. 

1.2 Memory Usage For MCCH

Memory requirement for the MCCH is mainly related to the function of combining between repetition periods.

Actually, the information that is transported over MCCH is control data for the MBMS service. Thus, it is important for the UE to receive data over this channel. For this purpose, control information is repetitively transmitted over MCCH. By using this repetitiveness, UE can reduce the chance that it fails to receive control data, by combining RLC PDUs from multiple repetition periods in one modification period. But on the other hand, non-critical information is used for fast control of UEs’ uplink access should be available to upper layer as soon as possible. 

The amount of memory that is required to perform combining over multiple repetition periods is almost the total amount of control data that will be transmitted for one modification period in RRC perspective. Thus, the amount of memory used for MCCH is directly related to the volume of MCCH data in one modification period.

But unlike the MTCH, the amount of MCCH data can’t be decided beforehand, because there are many factors that affect the amount of control information on MCCH. The factors are things like the number of ongoing services, the RB type of the service or the number of neighboring cells for the service.

Additionally, another characteristic to note is that while the amount of MTCH memory required for an MTCH largely depends on the data rate of the service as shown in section 2.1, but the amount of memory for MCCH is unrelated to which and how many MBMS services the UE has joined to. In fact, it’s related to the overall MBMS status in the cell. 

In the MBMS RRC conference call, it was estimated that MCCH data be around 1000 to 2000 bit for normal cases. 

Memory Handling In MBMS 

As shown in section 2, memory requirement for MBMS in RLC is not small. The reference for UE capability of RLC memory defined in the specification is “Total RLC AM and MAC-hs buffer size”. In 25.306, for several UE categories, the minimum value for “Total RLC AM and MAC-hs buffer size” is defined as 50kbytes. Thus we can easily identify that the memory requirement for MBMS is not trivial.

Then the question is how we going to allocate memory for MBMS. First choice is to define only one memory element for RLC entities and MAC-hs by renaming “Total RLC AM and MAC-hs buffer size” to “Total RLC and MAC-hs buffer size”. The other choice is to define another UE capability element like “Total RLC UM buffer size”, which will be used only for MTCH selective combining and MCCH combining.
1.3 Pros and Cons

The benefits of defining dedicated memory capability for MBMS are:

· UTRAN does not have to manage memory allocation for MBMS when the UE is in connected mode. The start or stop of an MBMS service does not affect the memory allocation for UE dedicated services.

The drawbacks of defining dedicated memory capability for MBMS are:

· When UE does not receive any MBMS service or does not have any joined MBMS service, the memory is wasted for nothing.

· The maximum number of MBMS service that can be received simultaneously can be limited from the start, because AM RLC memory cannot be used for MBMS purpose.

· We don’t know how much memory will be required for the MCCH combining

The benefits of sharing memory capability for both MBMS and UE dedicated services are:

· More performance enhancement is possible for the UE dedicated services like HSDPA, when MBMS service is not ongoing. This is the reason why the requirement on “Total RLC AM and MAC-hs buffer size” was loosened in some meetings ago.

The drawbacks of sharing memory capability for both MBMS and UE dedicated services are:

· It’s hard for UTRAN to keep tracks of UE MBMS status. For example, UTRAN does not know whether the UE is receiving the MBMS service over PtM RB or not. And the memory usage estimation for MCCH is affected by many factors. Thus, memory allocation for RLC AM or MAC-hs can be complex job. 
1.4 Discussion

On one hand, the memory used for MBMS RB does not affect system performance regarding to common resource in a cell, because it’s not used for UE dedicated service but common MBMS PtM RB. It means that UTRAN does not take memory status of each UE into consideration when servicing MBMS service. Naturally, UE itself has to deal with memory management. Thus, the memory calculated above can be considered as a must-have memory for the proper reception of the MBMS service regardless of the existence of dedicated service. In that sense, UE memory reservation only for MBMS seems justified.

But on the other hand, MBMS services are not always ongoing. Considering that more memory can enhance performance, idling away this memory when MBMS service is not ongoing seems unacceptable. To equip UE with this huge memory only for MBMS is waste of resource and money. Furthermore, in many cases multiple MBMS service reception should be possible for one UE. The mixture of different service type and different bit rate and the number of simultaneous services will make it even harder to estimate how much memory will be enough for one UE for all possible situation. 

Thus, it seems natural to share UE memory between all the entities in the UE..

Note that a few meetings ago, it was agreed to loosen the requirement to be met when configuring RLC memory and MAC-hs buffer, to allow dynamically memory allocation between each entity.

With regard to the usage of this “Total RLC AM and MAC-hs buffer size”, following principle is stated in 25.306:

· The memory signaled in this capability is dynamically shared by RLC AM entities and MAC-hs reordering entities at any time.
In other words, real memory allocation between MAC-hs reordering entity and AM RLC entities are not strictly defined. Rather, it is dependent on the amount of RLC PDU or MAC-hs PDUs that are stored in each entity. One of reasoning behind this change was to increase the performance.

Actually, there are many efforts to increase the throughput and capacity in REL-6. If more dynamic sharing of UE memory helps achieving that purpose, it also should be applied to RLC UM for MBMS.

Memory Shortage

With the memory sharing, we need to consider memory shortage problem. Because memory allocation is done dynamically according to the received and transmitted PDUs and each entity consume UE memory without information from other entities, the possibility of memory shortage occurrence will rise as the number of service that UE is using increases. Especially, if the UE was using dedicated services at the same time of MTCH reception, UE memory will fall short quite easily. 
In 25.321 following is defined for the handling of memory shortage situation in the context of MAC-hs:

In case a UE has insufficient memory to process a received MAC-hs PDU, it shall perform the following set of operations:

-
select TSN_flush such that: next_expected_TSN < TSN_flush ≤ RcvWindow_UpperEdge + 1;

-
deliver all correctly received MAC-hs PDUs with TSN < TSN_flush to the disassembly entity;

-
if the MAC-hs PDU with TSN=TSN_flush has previously been received:

-
deliver all received MAC-hs PDUs with consecutive TSNs from TSN_flush (included) up to the first not received MAC-hs PDU to the disassembly entity;

-
advance next_expected_TSN to the TSN of this first not received MAC-hs PDU.

-
else:

-
set next_expected_TSN to TSN_flush.
And in 25.322, following is defined for the handling of memory shortage in the context of RLC-AM:

While the buffer memory is full:

-
the UE is not required to segment RLC SDUs into AMD PDUs as per Subclause 11.3.2;

-
the UE shall:

-
be able to process incoming AMD PDUs (especially to be able to process and store the AMD PDU with "Sequence Number" = VR(R));

-
operate according to the normal protocol, e.g. process STATUS reports and perform retransmissions;

the UE may discard received AMD PDUs with "Sequence Number" within the receiving window and consider the discarded AMD PDUs as not having been received.
 But the specification does not state more than above two things. For example, the specification does not specify which of RLC AM and MAC-hs should perform the procedure first when memory shortage occurs. And it also does not tell whether to flush RLC-AM for data RB first or flush RLC-AM for signaling RB first. Thus according to implementations, varied UE behaviors result.

To make situation worse, MBMS adds two more dimensions: MTCH re-ordering buffer, MCCH out-of-sequence delivery buffer. Thus, it will be even harder to predict UE behavior without defining the steps how UE resolves memory shortage situation. Also, to ensure more reliable UE operation and to enhance UE’s perception of QoS, we needs to define memory shortage handling procedure for RLC UM used for MBMS 
1.5 Memory Handling for RLC used for MBMS

Considering that MCCH data will be around 2000 bit in general scenario, we can define dedicated memory for MCCH. But in AM RLC, 2000 bit can prevent the occurrence of memory shortage itself, and MCCH memory allocation is not needed at all if the UE has joined no services at all. Furthermore, if the UE succeeds in receiving the service list information at the beginning of modification period and if there is no needs to receive MCCH any more, then the memory can be used for other entities. So we should allow memory sharing also for MCCH. Then, following two procedures are possible for memory shortage handling.

In first method, UE does not flush the memory even though memory shortage occurs until UE finds out whether it needs to receive other MCCH information or not. It means that only after UE finds out that it needs not to receive MCCH anymore in the current modification period by looking into short index block showing MBMS service status, the UE flushes the MCCH buffer. But before that, UE has to flush memory of other entity.

In second method, UE flushes out all the RLC PDUs in MCCH buffer except first one or two PDUs in one modification period. Because the first few RLC PDUs includes modified and unmodified service list, UE can decide whether there is any information it needs to receive based on that service list. Thus when memory shortage situation occurs, the UE flushes RLC PDUs that is not needed for the recovery of service list information. And only after the UE identifies the needs to read other RLC PDUs, i.e. other MCCH information, it reallocates memory to perform MCCH reception. 

For MTCH buffer, if the MTCH buffer is used for real-time service, it will not have so much impact on the quality of service by flushing out MTCH reception buffer. The FEC in application layer will handle some loss of PDUs and the effect of RLC PDU loss will be limited to some degradation of QoS. And if the MTCH buffer is used for the download type service, it will not have so much impact neither. It’s because the UE will perform point-to-point repairing procedure with CN. Thus, it’s better to flush memory for MTCH first than other entities in UEs.

By the way, the mechanism for MTCH buffer flushing needs some consideration even though selective combining functionality is very similar to MAC-hs re-ordering operation. From the fact that a RLC PDU arrives multiple times to the UE via RBs of multiple neighboring cells, it may be beneficial to delete out RLC PDUs, starting from the upper edge of receiving window to the lower edge of receiving window, unlike the way done in MAC-hs. This method works. It’s because, even though we delete RLC PDUs with high SN in the reordering buffer to solve memory shortage, it is possible to recover these PDUs by receiving PDUs from MTCH streams of lagging cells.

Conclusion

It is proposed to discuss above points and agree to: 

· share UE memory between RLC AM, MAC-hs and RLC UM entities

· specify UM RLC memory shortage handling in the sepcification

· to agree procedures described above to solve memory shortage in RLC UM entities used for MBMS

And capture the agreement in 25.306, 25.346 and 25.322 accordingly.
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