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1 Introduction
A concern was raised at the last meeting that RACH access would not work efficiently during MBMS counting procedure[1]. The problem appears clearer when we look into RACH procedure in detail.
This contribution analyzes the problems of the current RACH access procedure and proposes a way forward.
2 RACH procedure during a MBMS counting
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Figure 1. RACH procedure during a MBMS counting

Figure 1 illustrates a situation where number of UEs are requested to set up RRC connection during an access period. 

First thing we have to note is that the cycle a UE perform persistence value test is just 10 msec, which results in simultaneous initiations of PRACH procedure during relatively short period. This does not necessarily cause collisions between preambles, because signatures and access slots are distributed ASC by ASC. But it still cause inefficiency because only limited number of UEs (perhaps one) will be ACKed while other UEs are NACKed during a PRACH procedure
, and M counters of those UEs NACKed will be decremented by 1. 
Therefore regardless how many UEs are required to set up RRC connection, there is a risk that only limited number of UEs will succeed to transmit RRC CONNECTION REQUEST message, if M is set to low value.
3 Potential Problems 
This section analyzes potential problems in detail when normal RACH parameters are used during the counting procedure. 

RACH procedure for RRC CONNECTION REQUEST message transmission comprises with the following steps;
1) Persistence Value Test

2) PRACH procedure

3) Random Backoff 

4) RRC CONNECTION REQUEST transmission

Persistence Value Test is procedure where a UE draw a random value to compare it with its allocated persistence value. If the test pass, the UE initiates PRACH procedure, and if the test fails, the UE performs the test again after 10 msec.
The UE sends a preamble coded with a signature allocated to the AC UE belongs to. If the preamble is heard by the Node B, Node B responds with ACK/NACK on AICH. If the preamble is not heard, nothing will be detected by the UE, and the UE will ramp up transmission power until it gets ACK/NACK or until the ramp up limit is reached.
When the UE is NACKed, the UE decrements M counter and is randomly backoff before it starts over the procedure again. If M counter become zero, the UE gives up RACH transmission and report it to the upper layer.
When the UE is ACKed, the UE transmit RRC CONNECTION REQUEST message over PRACH message part.

To describe MBMS counting procedure in more detail, Let’s use RACH parameters configured in 34.108 SIB5/6.

	Persistence scaling factor
	0.9

	Dynamic persistence level
	2

	AICH transmission timing
	0

	Preamble Retransmission Max
	4

	M_max
	2

	N_bo1_min
	3

	N_bo1_max
	10

	ASC settings

	ASC
	persistence value
	number of signatures 
	number of subchannels

	ASC0
	1
	8
	12

	ASC1
	0.5
	8
	12

	ASC2
	0.45
	8
	12

	ASC3
	0.45
	8
	12

	ASC4
	0.45
	8
	12

	ASC5
	0.45
	8
	12

	ASC6
	0.45
	8
	12

	ASC7
	0.45
	8
	12


Table 1. RACH setting in 34.108
With the default configurations listed above, UE behaviors during a access period could be reconstructed like below.

It is assumed that 10 UEs are trying to send RRC CONNECTION REQUEST message at a ACCESS INFO reception. 

In the above default configuration, average persistence value of a UE is 0.525, provided that ASCs are evenly distributed over UEs. Taking 0.5 as an average persistence value of a UE for simplicity,  50 % of UEs pass the test immediately and 25 % UEs pass the test after 10 msec and 12.5 % UEs pass the test after 20 msec and so on. 
The time required to complete a PRACH procedure could be calculated like below.
(p-p,min  ( (number of preamble transmission - 1) + (p-a + 5120 chips, where 5120 chips corresponds to ACK/NACK transmission time, (p-p,min  and (p-a are 4 msec and 2 msec respectively.
It is assumed 33 % of UEs get ACK/NACK at the initial preamble transmission, so 3.5 msec is consumed to complete PRACH procedure. 33% of UEs are assumed to get ACK/NACK at the second preamble transmission, resulting 7.5 msec delay and 33 % of UEs get ACK/NACK at the third preamble transmission, resulting 11.5 msec delay. 

Random backoff time is selected between N_bo1_min (=3) ( 10 msec and N_bo1_max (=10) ( 10 msec. It is assumed 33% of UEs have 40 msec backoff time, 33 % of UEs have 60 msec backoff time and 33 % of UEs have 80 msec backoff time.
The required time for a UE to complete RRC CONNECTION REQUEST transmission from the moment it receive ACK from Node B is the sum of time distance between ACK and RRC CONNECTION REQUEST(2 msec in 34.108), and the time to transmit RRC CONNECTION REQUEST itself. In the 34.108 default configuration, TTI is 20 msec so the required time for RRC CONNECTION REQUEST transmission is 22 msec for all UEs.   

 Figure 2 reconstructs UE’s behaviour during a access period with the default configurations of table 2 and the above assumptions taken into account. Of course many other illustrations are possible, and the below is given just to show an example. 
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Figure 2. Example of UE behaviour during a access period

It is assumed 10 UEs are trying to send RRC CONNECTION REQUEST message upon receiving ACCESS INFO, and M_max regulating number of PRACH procedure is set to 2 as in 34.108 default configuration.. 
· UE 1 passes PVT immediately, get ACK after 3.5 msec (first preamble reaches Node B)  and transmit RRC CONNECTION REQUEST message.
· UE 2 passes PVT immediately, get NACK after 7.5 msec (because UE 1 occupies PRACH message part), backoff 40 msec and  passes PVT after 10 msec and get NACK again after 11.5 msec (because UE 5 occupies PRACH message part). M_max is 2, so UE 2 gives up RACH transmission. 
· UE 3 passes PVT immediately, get NACK after 7.5 msec (because UE 1 occupies PRACH message part), backoff 60 msec and  passes PVT immediately and get NACK again after 11.5 msec (because UE 5 occupies PRACH message part). M_max is 2, so UE 3 gives up RACH transmission.

· UE 4 passes PVT immediately, get NACK after 11.5 msec (because UE 1 occupies PRACH message part), backoff 80 msec and  passes PVT after 20 msec and get NACK again after 3.5 msec (because UE 9 occupies PRACH message part). M_max is 2, so UE 3 gives up RACH transmission.

…
· UE 10 passes PVT after 20 msec, get ACK after 11.5 msec (third preamble reaches Node B) and transmit RRC CONNECTION REQUEST message.

We can observe following problems from above that;

· Majority of UEs(60% of UEs in the example) give up RACH procedure due  to M_max limitation.

· All UEs complete or give up RACH procedure within a short period (115 msec in the example), and keep silent until the next ACCESS INFO arrives.
The problems are certainly coming from either too small M_max or too high persistence value. Those would be beneficial in the normal case in a sense that small M_max reduce uplink interference from UEs in bad channel and that high persistence value reduce the delay required to pass PVT, but not during the MBMS counting procedure.
Then a straightforward solution would be having M_max and (or) persistence values customized to the MBMS counting procedure. 

We might note following in evaluating solutions;

· With the proper M_max setting, we could have all needed number of UEs during a one access period. This would be helpful in reducing MBMS counting delay.

· With the proper persistence value setting, UL interference caused by UEs trying RRC CONNECTION REQUEST transmission would be distributed over a access period.
4 Proposal

It is proposed to discuss the problems described above and decide;

· Whether the problem is significant enough to justify defining additional RACH parameters?
· If so, should we have both of additional M_max and persistence value or one of them? 

· If just one of them is allowed, which one will we have? 
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� In the ordinary implementations, Node B would allow only one UE to use PRACH message part to avoid excessive UL RoT rise.  
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