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Introduction

During the work on stage 3 for MBMS, PDCP was considered to understand how it would operate.  This document summarises the issues and proposes a way forward for using non transparent PDCP with MBMS.
The current assumptions for MBMS operation is that there will be a single Iu bearer for a ptm connection, and a single PDCP will operate for all ptm cells within a common cell group.

What is not clear is how ptp MBMS will be delivered, either through the same PDCP, a separate PDCP per UE or via a separate Iu connection.

PDCP configurations

Four configurations are considered in this paper:  

a. Multiple PDCP, single Iu flow
b. Single PDCP, Single RLC, Single Iu
c. Single PDCP, Multiple RLC, Single Iu
d. Multiple PDCP, Multiple RLC, Multiple Iu
a. Multiple PDCP, single Iu flow

In this proposal a PDCP entity is created per ptp flow, and a single PDCP is created for the ptm flow.  This proposal is in line with the existing architecture and working assumptions.  The main points of this are:

· by using multiple PDCP entities you gain the greatest benefit from header compression (feedback can be used on the ptp channel improving header compression performance)

· Switching between ptp and ptm requires a re-creation of the decompressor in the UE and creation of a new compressor in the RNC which will add to the service interruption

· Some level of synchronisation is provided by the fact that there is only a single data stream from SGSN to RNC

· A new splitting function is required in the RNC above PDCP to duplicate the received packets from the SGSN

· The resource usage in the RNC is high since there is a single PDCP and RLC for each UE in ptp mode.
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b. Single PDCP, Single RLC, Single Iu
In the single PDCP, single RLC case, the splitting of data streams is done below MAC in the RNC.  This means that:

· the data is common on both ptp and ptm

· the ptp and ptm link requirements (throughput etc) are identical, with the additional use of power control on the ptp link

· the resource usage in the RNC (processing/memory) is low since there is only a single PDCP entity per MBMS service

· switching between ptp and ptm can be achieved as long as the interruption is not too long (the length of this interruption which is acceptable is a function of the data rate and the payload size as shown in [1])
· In SHO it can occur that a UE in ptp being handed over to a cell where ptm is used may cause a duplication of data in the ptm cell (due to the SHO link for the ptp)

· The benefits of header compression are less than optimal on the ptp due to the fact that feedback is not used. 
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c. Single PDCP, Multiple RLC, Single Iu
The difference between this and the previous option is that the ptp bearer can make us of AM RLC, hence allowing for a reduction in the power transmitted.  However, in order to cope with RLC AM retransmissions, the ptp bearer may need to be over-dimensioned in order to maintain synchronisation between ptp/ptm flows. 
The loss of synchronisation can occur when the ptp bearer using RLC AM starts retransmitting data, and thus delaying the sending of the latest received data.  
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d. Multiple PDCP, Multiple RLC, Multiple Iu

The principle of this proposal is that any ptp bearer is a normal GPRS connection with downloading the service from the BM-SC.  
Although this is efficient over the air interface, there is an increased usage of the Iu resource due to duplication of data from GGSN to RNC. 

Also, no seamless switching is possible between ptp/ptm due to different PDCP entities and different flows.  Once a UE had started to receive the data on the ptp channel then it would continue to receive data on this channel until it was received correctly.
The proposal aligns with GERAN and can be considered to be using the ptp repair mechanism for any ptp mechanism.
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Summary

	
	Multi PDCP, Multi RLC, single Iu (a)
	Single PDCP, Single RLC, Single Iu (b)
	Single PDCP, Multiple RLC, Single Iu (c)
	Multiple PDCP, Multiple RLC, Multiple Iu (d)

	Switching possible?
	No
	Yes
	Yes 
	No

	Resource usage
	High
	Low
	Medium
	High

	Synchronisation
	Implicit from Iu
	Implicit from Iu
	Implicit from Iu
	None

	Other
	
	
	Ptp may drift behind ptm causing problems switching from ptp ( ptm
	- Uses repair for all ptp traffic, reduces need for counting
- Aligns with GERAN


Conclusion
In order to maintain the simplicity of MBMS, and avoid the need to introduce mechanisms to deal with any potential drift between ptp and ptm flows it is proposed that (c) be rejected.  
(a) has the problem that switching between ptp and ptm will cause a disruption to the reception of data due to being different PDCP entities.  Also, this solution has a higher resource usage due to multiple PDCP entities in an RNC where ptm and ptp are being used.

(b) is one option that could be considered and maintains the existing working assumptions while keeping resource usage low in the RNC due to the use of a single PDCP.  However the efficiency over the air is not as good as some of the other options due to the use of U mode on ptp channels where feedback may be used.
Although (d) moves away from the traditional understanding of MBMS it is also a valid choice.  In this scenario MBMS is used to provided ptm only, and any ptp download is handled using the ptp repair mechanism, and is hence transparent to the RAN. 

Hence, this paper proposes that option (b) be discussed and chosen as the solution for MBMS PDCP. 
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	IP payload size (octets)

	Stream data rate (kb/s)
	20
	100
	200
	400
	800
	1000
	1500

	5
	250
	50
	25
	12.5
	6.25
	5
	3.3

	10
	500
	100
	50
	25
	12.5
	10
	6.6

	15
	750
	150
	75
	37.5
	18.75
	15
	10

	20
	1000
	200
	100
	50
	25
	20
	13.3

	25
	1250
	250
	125
	62.5
	31.25
	25
	16.7

	50
	2500
	500
	250
	125
	62.5
	50
	33.4


Table 1. Packets/second for regular IP stream
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Identical and Synchronous Data here
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