TSG-RAN Working Group 2/1                                                            R2-04-1629/R1-040950
Prague, Czech
16-20, August, 2004
Agenda item:
RAN1/RAN2 Joint Session: Scheduling Principle
Source: 
NEC and Telecom Modus
Title: 
Per Priority Queue basis Rate Scheduling in Enhanced Uplink
Document for:
Discussion and Approval
1. Introduction

During last Cannes R6 ad-hoc meeting, several key decisions on TFC selections and MAC-e architectures are made such that 
· MAC-d flow multiplexing is supported. QoS is associated with MAC-d flow.

· Reordering buffer can be located just below MAC-d: Priority Queue based reordering is decided.
· It could be just above MAC-d, i.e. logical channel based reordering, if overhead is acceptable
· more than one priority queue (reordering queue) per MAC-d flow

· DCH TFC selection is always prioritized
· Remaining power is used for TFC selection for E-DCH type and logical channel priority is used like R99.

From the agreed TFC selection and MAC-e architecture above, in this contribution, we proposed two alternatives of models for Rate Scheduling and associated uplink and downlink scheduling signalling.
2. Rate Scheduling to support Priority and QoS
Figure 1 illustrates 1st alternative model of Rate Scheduling, for convenience we refer this model as “per UE basis Rate Scheduling”. The characteristic of this model have been studied during study item period [1] which can be summarised as follows;
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Figure 1: UE procedure to support Per UE basis Rate Scheduling

· Scheduler controls uplink total rate of UE

· Scheduling grant is deterministic and up/down based differential signalling.

· Scheduling grant is per-UE basis and it is sent on dedicated resource such as DPCH.

· Scheduling grant is sent on at maximum frequency of one per TTI. Grant can be DTX if not needed.

· UE indicates the status by Rate Request which is up/down based differential signalling. Rate Request is sent in event triggered manner, i.e. priority queue is not empty.

· UE requests higher data rate if the expected delay is higher than a predefined delay requirement. Expected delay is calculated by sum of priority queue sizes over allowed total rate.
· Receiving upon logical channel PDU, UE converts it to MAC-d PUD and stores it onto respective priority queue. TFC selected by TFC selection algorithm is then used to formulate MAC-e PDU from stored MAC-d PDU in priority queue. 

· TFC selection algorithm chooses TFC based on queue size of each priority queue, remaining transmission power and granted data rate.
Disabling Priority based node B scheduling
The model in Figure 1, “per UE basis Rate Scheduling”, does not efficiently allow Priority handling of node B scheduler. Node B receives 1 bit rate request from UE which is calculated by summation of all queue sizes in the UE hence node B scheduler cannot differentiate whether higher priority queue is requesting more rate or lower priority queue is requiring more rate.
One delay (QoS) requirement for all priority queues.
In this model, when rate request is calculated, a predefined delay requirement is used to decide whether to request higher or lower data rate. Therefore if there are more than one MAC-d flows with different QoS requirement, UE should choose most stringent delay requirement, hence high delay tolerant MAC-d flow can be piggy backed with lower delay MAC-d flow.
Starvation

Starvation of low priority queue is another problem of this model such that lower priority queue suffers low throughput due to absolute priority. Permanent starvation would trigger TCP layer being slowing down the user throughput significantly.
In Figure 2, we propose another alternative of Rate Scheduling, for simplicity we refer it “Per Priority Queue basis Rate Scheduling”. Many characteristics of first alternative model in Figure 1 are shared by this new model with some modifications such as:

· Node B scheduler controls granted data rate of each Priority Queue.

· Rate Request is sent per Priority Queue basis. 
· Event triggered transmission of Rate Request is assumed hence Request is sent if corresponding Priority Queue is not empty. 
· Delay requirement can be set per Priority Queue basis.

· TFC selection algorithm chooses TFC based on granted data rate of each Priority Queue.
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Figure 2: UE procedure to support Per Priority Queue basis Rate Scheduling
Enabling Priority based node B scheduling
The model in Figure 2, “per PriQue basis Rate Scheduling”, does allow Priority handling of node B scheduler. Node B receives 1 bit rate request from each Priority Queue hence it can differentiate whether higher priority queue is requesting more rate or lower priority queue is requiring more rate.

Separated delay (QoS) requirement between priority queues.
In this model, when rate request is calculated for each Priority Queue, a predefined delay requirement is used to decide whether to request higher or lower data rate. Therefore even if there are more than one MAC-d flows with different QoS requirement, UE should choose correct delay requirement, hence scheduler can assign uplink resource to low delay tolerant MAC-d flow in priori of high delay tolerant MAC-d flow. It is FFS whether Priority Queues belonging to same MAC-d flow need separate delay requirement or not.
Handling of Starvation

Permanent starvation of low Priority Queue can be detected by node B scheduler. Hence the scheduler can assign small but stable uplink data rate hence able to reduce TCP layer time out events.
Increased overhead

In this model, the required Rate Request would increase proportional to the number of flows. A method of efficient signalling was presented in [2] by exploiting unequal signalling bandwidth sharing between Priority Queues. 
3. Conclusion
In this contribution, two candidates of rate scheduling signalling are explained on the basis of recently agreed RAN2 TFC selection and MAC-e multiplexing model. Per UE basis Rate Scheduling seems to have disadvantages regarding

· Handling of Priority of distinct logical channels

· Handling of multiple MAC-d flow with distinct QoS

· Starvation 

To alleviate these problems, second alternative model was proposed in this contribution, Per Priority Queue basis Rate Scheduling. We believe that separate closed loop rate control defined per each Priority Queue has essential advantage in providing Priority and QoS so we propose to include this signalling to be included in TS 25.309.
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