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1.
Introduction
As discussed in RAN2 #38 in Sophia-Antipolis, the group should start looking more widely at RAN configurations for HSDPA, including RLC.

This document attempts to look at some specific RLC configuration aspects that would impact HSDPA performance. Of course we focus on RLC AM since this is seen as the mode which will be used predominantly for this purpose.
2.
RLC Level Performance Limitations
RLC AM is a radio link protocol using ARQ to ensure reliable transmission of data over the wireless channel. It is acknowledgment based, i.e. it requires the reception of an ACK before advancing the transmit window. The sequence number space is 4096 (12 bits), and though it is possible to use window sizes that take up the entire window size, it has typically been assumed that they would be limited to 2048 (see section 3).
Let’s assume that we use a 336 bit RLC PDU size. The data payload in this PDU would be 320 bits. This is currently being considered as the sole RLC PDU size to be used for testing. Let’s also assume that the RLC level round-trip time is 200ms. Though values in the order of 150ms have been floated, 200ms is seen as a reasonable average for good channel condition cases.
Under these assumptions, the maximum throughput that can be achieved at RLC level depends only on the RLC window size. If we assume a window size of 2048, the maximum throughput that can be achieved is:
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Note that these throughput limitations are only applicable for transmitting data requiring more than 1 RTT to be sent (even without RLC level re-transmissions). This corresponds to 82kB for window sizes of 2047, which is not that high for PC based applications.

These throughputs are already quite high, but they are still significantly lower than what can be achieved instantaneously at the physical layer for high capability UEs; especially the one corresponding to a window size of 2048. 

There are a number of solutions for mitigating these limitations, i.e. supporting window sizes larger than 2048, reducing the RTT and/or increasing the RLC PDU size to for example 656 bits (640 bits of payload). Each of these solutions is going to be discussed below.
3. Large RLC window size
Based on the current transmit and receive window updating protocol, using RLC window sizes smaller than half the sequence number space ensures that, despite any offset between the two windows due to the transmission delays of status information (ACK/NACK), there is no ambiguity in identifying PDUs. When using window sizes larger than half the sequence number space, however, there will be transient periods during which if a PDU is re-transmitted, the receiver would misinterpret it for another PDU, thus causing delivery of data out of sequence and potentially a RESET.
The RLC specification allows the configuration of window sizes larger than 2048. Some provisions were taken to ensure that the system would work in those cases also (e.g. only send polls with PDU VT(S) when no other PDU is available). However as we will see below it is necessary to take significant precautions with the configuration to ensure that this does not lead to problems.
In the graph below, we are providing an illustration of the sequence number space when the window size is set equal to the sequence number space. As can be seen, the upper and lower edges of the Transmit and Receive windows become adjacent.


The definition of each of the state variables can be found in the RLC protocol specifications (see [1]). According to the current protocol, the following is always respected:

VT(A)<=VR(R)<=VR(H)<=VT(S)<=VT(MS)<=VR(MR)

VR(H) trails VT(S) due to the delay in the transmission of PDUs over the network interfaces and over the air, and due to losses. VR(R) trails VT(S) due to the loss of PDUs and the need for re-transmissions. VT(A) trails VR(R) due to the delay in generating status reports and to due to the loss of such reports.

The gap between these variables will increase with the transmission throughput and delay as well as the loss probability. Note that any of the PDUs between VT(A) and VR(R) would be misinterpreted by the receiver if they were re-transmitted.
Below we analyze how different procedures would be affected in such a configuration.
3.1
Status Reports
Overview of RLC mechanism
In status reports, the receiver indicates to the transmitter up to which SN it has received data correctly and also which PDUs need to be re-transmitted. These reports need to be sent promptly, both to trigger re-transmissions, but also to advance the transmitter window so that more data can be sent down to fill up the pipe.
The transmission of status reports can be triggered by polls sent by the transmitter. There are a number of different mechanisms for triggering such polls (periodic, poll_SDU, poll_PDU, window) and there are also some schemes for spontaneously triggering status reports at the receiver (missing PDU, periodic). Finally, there is a mechanism for re-transmitting polls if a status report is not received within the expected time-frame (timer poll). Typically the timer poll would be set to a value slightly larger than the expected round-trip-time.

In order to ensure that the number of status reports is not excessive, a poll prohibit mechanism can be set up at the transmitter and/or a status prohibit mechanism can be set up at the receiver. These prohibit respectively the transmission of a poll or a status report while a timer started at the time of the previous transmission is running. Typically the prohibit timers would be set to a value slightly larger than the expected round-trip-time. Indeed, they essentially define the effective RLC round-trip time since they “shape” the timing of status reports.
Obviously, as the variance of the round-trip-time increases, there is a trade-off between triggering un-necessary NACKs and quickly advancing the transmit window. 
Impact of Large Window size
This trade-off is complicated in the case where the window size is larger than 2048, because in that case an un-necessary re-transmission could cause an ambiguity in the sequence number. An illustration of how this could happen is provided below. In this example we assume that the window size is set to 4096 and that there is just a small burst of 4 PDUs. The RTT takes longer than expected on the transmission of the PDU carrying the Poll (PDU 3). This leads to an unnecessary re-transmission of PDU 0, which is now interpreted by the receiver as being PDU 4096, since it is within the receiver window. At the next poll, the receiver would send NACKs for all PDUs from SN 4 to 0, triggering a RESET at the transmitter side.
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Note that there are cases in which the ambiguity cannot even be detected, because before the NACK report is received, the transmitter has had the time to transmit this data and therefore advanced the VT(S) to the point where there is no protocol error triggered. In that case, garbled data would be delivered to the higher layers.
Another problem is that because the HARQ delays depend a lot on the channel conditions (velocity, distance to cell), it will likely be difficult to find RLC parameters that suit all conditions. It may therefore be difficult to strike a good balance across the board.
3.2
MRW Procedure.

Similar problems can occur for the MRW procedure. Again, we consider the same case as outlined above, i.e. a window size of 4096 and a burst of higher layer data. The RLC discard is triggered by max_DAT on PDU with SN0. 
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The reason for this problem is the excessive RTT during the last re-transmission of the PDU with SN=0. By the time the MRW command is received, the receive window has been advanced and the MRW_SN is understood as corresponding to the end of the window. Similarly, the transmitter receives immediately the MRW complete with a SN that is above the MRW_SN and therefore believes that the message has been received correctly. From then on, there will be HFN de-synchronization and the data delivered to the higher layers will be garbled.

4.
Shorter RTT

Another alternative for boosting the peak RLC throughput is to reduce the round-trip-time (RTT). The RTT is made up of the forward and reverse link delays (e.g. 20ms TTI + Iub/Iur). Reverse-link delays correspond to the regular R’99 fair and we are not going to discuss them here. Forward link delays include:

· Iub/Iur delays between the Node-B and the S-RNC.

· Buffering delays at the Node-B. This depends a lot on the flow-control strategy used by the Node-B and on the amount of data typically waiting to be transmitted.

· HARQ/Scheduling delays. This depends both on the scheduling strategy and on the user channel model. Typically, the more delay is allowed, the better the physical layer performed that can be achieved.

Typically implementations would try to reduce as much as possible the first two factors so as to either allow shorter RTTs or to give more room for scheduling.
5.
Larger RLC PDU size
Finally, it is possible to boost the peak RLC throughput by increasing the RLC PDU size. Contrary to the window size, this would have absolutely no impact from the protocol point of view. The main impacts would be the following:

· Frame fill efficiency. As the payload size increment increases, the average amount of RLC padding increases also.

· Coverage area. The minimum throughput that can be allocated is increased, thus reducing some-what the coverage.
· Increase impact of channel type switching. When transitioning to a non HSDPA Node-B it would be necessary to change the RLC size (all the R’99 configurations defined in 34.108 use a RLC PDU size of 336 bits), thus requiring a RESET of the user-plane RLC entities.
6.
Conclusion

This document is merely attempting to point out some of the limitations of the RLC protocol and to increase awareness within the group as to what kind of performance can be expected and potentially to help guide some of the choices going forward.
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