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1. Introduction

This document gives information about RTP and RTCP packet transmission for multimedia communications, shows some big problems and presents a simple solution.

2. Generic terms and usage

From the MBMS workshop, there were several documents about RTCP signalling. For your information, we describe some generic terms and usage that were raised in the previous documents [5][6].

1) SIP (Session Initiation Protocol) [1]
Session Initiation Protocol is an application-layer control signalling protocol that can establish, modify, and terminate multimedia sessions such as Internet telephony calls. It describes the session related information for the multimedia communications using Session Description Protocol.
2) SDP (Session Description Protocol) [2]
The purpose of SDP is to convey information about media streams in multimedia sessions to allow the recipients of a session description to participate in the session.

3) SAP (Session Announcement Protocol) [3]
SAP is used for periodically multicasting an announcement packet to a well-known multicast address and port. SAP packet is composed of SAP header and the text payload (i.e. SDP session description)
4) RTP (Real-time Transport Protocol) [4]
RTP provides end-to-end delivery services for data with real-time characteristics, such as interactive audio and video. It is designed to satisfy the needs of multi-participant multimedia conference and is not limited to particular application.
5) RTCP (RTP Control Protocol)
RTCP is designed to monitor the quality of service and to convey information about the participants in an on-going session.

Firstly SIP open a path using SDP for multimedia communications. And SAP periodically transmits session description information using SDP. These protocols are used for establishment of multimedia session. And then, the real packet data is transmitted using RTP and RTCP is used for QoS.

RFC 3261 (SIP) states that the details of the session, such as the type of media, codec, or sampling rate, are not described using SIP. Rather, the body of a SIP message contains a description of the session, encoded in the Session Description Protocol (SDP) format. SAP also uses SDP to describe session information. 

SDP includes several session related information such as media type, transport protocol, media format and bandwidth, etc. The media announcement is composed of <media> <port> <transport> <format list>. Here, transport is the transport protocol such as RTP. There is no direct expression of RTCP usage in media announcement. However we can infer from the port. The port of RTP is always assigned by even number, and the port of RTCP is derived algorithmically by adding one to the port of RTP (i.e. odd number).

Considering the bandwidth, SDP and RTCP are used for determining the bandwidth. RFC2327 (SDP) says that it includes the maximum bandwidth of a specific application. Here, the bandwidth means the total bandwidth of that application (i.e. session). It will coincide with what is set on the application’s “maximum bandwidth” control if applicable. Thus, the RTP source fluidly determines the RTP and RTCP bandwidth using the RTCP feedback within the pre-determined session bandwidth by the SDP.

That is, SDP is used for determining total bandwidth of a specific application. In that pre-determined bandwidth, the RTP and RTCP bandwidth is fluid by using RTCP feedback. Therefore, the RTCP feedback is highly required in RTP packet transmission.

3. Problems when using current architecture

Let’s consider the problems when the current RTP and RTCP operation is performed in 3GPP network including radio network and IP network. The ends of the data transmission are the terminal and the data source.

1) Point-to-Point transmission
The RTCP packet conveys the lost of packets that are transmitted by the RTP packet. That information originally means the number of packets lost due to the collisions during IP network transmission.

In the current architecture, the terminal that receives the RTP packets transmits the RTCP packet including the number of lost packets. Here, the number of lost packets is applicable to lost packets both in radio network and in IP network. The data loss is generally much larger in radio network than in IP network. The RTP source receiving the number of lost packets thinks that it is just caused by IP network collision and controls the RTP transmission to adapt the network condition. That means even though data loss is only caused by radio network, the RTP source cannot know where the problem occurs and considers it caused by the IP network collision. And then, the RTP source reduces the RTP packet transmission.

Above mentioned, wrong interpretation of network condition affects the RTP packet transmission efficiency.

2) Point-to-Multipoint transmission
In point-to-multipoint transmission, there is the same problem as mentioned in point-to-point transmission. Also there is another problem in this case.

The existing end point in RTP packet transmission is the terminal and the RTP source. The terminal receiving RTP packets transmits the RTCP packet including several QoS related information. Then, the RTP source controls the RTP packet transmission using that information. At this time, the number of terminal is used to determine the RTP and RTCP bandwidth at the RTP source.

In IP network, the endpoint is just one terminal or one host. However, in MBMS case, the endpoint is several terminals that attached to one RNC or one cell. The important thing is that terminals transmit the same information to the RTP source wasting uplink resources. Moreover, the counted number of the terminals that attached one RNC or one cell affects to control the bandwidth because the number of the terminal is just one in existing conception.

That is, the wrong interpretation of the number of terminals affects the RTP and RTCP bandwidth. 

Therefore, the RTP and RTCP usage without modification of the current concept in 3GPP can occur wrong behaviour in RTP packet transmission even if there is no problem in itself.
4. Solution of the problems

The above-mentioned problems are caused by the applying concept of the IP network without modification in 3GPP network. Thus, a simple solution is to split the IP network and radio network. And the RTCP packets are transmitted at the end of the IP network [5].

There is an existing concept to solve these problems. It is the translator taking charge of RTP-level relay defined in RFC 1889. It was originally developed to pass the RTP packets through application-level firewall, but it can be designed for a variety of purposes [4].

Thus, we can solve the problems by emulating the RTP packets (i.e. using the translator-like mechanism) at the end of the IP network. Here, the end of the IP network can be a RNC or a cell.
5. Conclusion

Even though we can solve the problems with emulating the RTP packets, it is contrary to the definition of layer (i.e. transparency) because this translator-like mechanism should be located in upper layer above the radio interface protocol layer and radio network layer.

This solution cannot be a simple correction because it touches the architecture. Therefore, we think this solution should be driven by new WI or existing RAB support enhancement WI.
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