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Introduction

The maximum length of RTCP packet size in VoIP has been presented in the previous RAN2 meeting (R2-022915) and in the LS from SA4 in S4-020622 (R2-022870). In the LS, “SA4 kindly asks RAN2 to provide information about the impact of the usage of large RTCP packets and recommendations on possible limitations of RTCP packet sizes for optimized voice over IP traffic.”

Discussion

The impact of the usage of large RTCP packets during a VoIP session depends on the parameters set by the UTRAN on RLC layer, as was described in R2-022915. More information on the background and the problem can be found in the document.

Example on problems caused by long RTCP packets

Let us assume that there is a VoIP bearer with (RLC maximum data rate) of 16 kbps = 320 bits / 20 ms = 40 octets / 20 ms, before the RLC header is inserted. 

(ROHC header compression is assumed to be in use. Depending on the target delay, RTP/UDP/IP header contents, IP version, ROHC settings, etc., the highest AMR codec mode on this bearer is 12.2 kbps [32 octets of RTP payload / 20 ms] or 10.2 kbps [27 octets / 20 ms], when the bearer is dimensioned to the ROHC 1st order headers.)

If the RTCP packet size, after UDP/IP header compression is, say, 200 octets, the transmission time of the RTCP packet is 200 octets/ (40 octets/ 20 ms) = 5 * 20 ms. This causes a loss of up to 5 consequtive speech frames. Or alternatively, a delay up to 100 ms must be allowed. Due to lack of limitation of RTCP packet size, the packets can be significantly larger, causing even greater loss of speech frames, or longer delay. (Of course, the delay can be traded off against the number of lost packets, but anyway there is severe impact on the service.)

Note that if the highest AMR codec mode is lower (7.95, etc.), the bearer could be dimensioned to lower bit rate, leading to even worse problems, because the RTCP packet size is not dependent on the codec rate. 

Scope of the maximum RTCP packet size recommendation

The purpose is not to limit the RTCP packet size in specifications. This is not even possible in 3GPP, because the RTCP packet size is determined in IETF specifications. The purpose is to present a recommended maximum value for cellular environment. Using this recommended value, the problems would be alleviated sufficiently, without impacting the RTCP performance.

The recommendation would be for 3GPP only. Hence, in many cases the other subscriber of the VoIP session would have a non- 3GPP compliant terminal, which could cause the described problems in downlink direction.

The recommended packet size

A recommended RTCP packet size, based on the RLC properties was presented in R2-022915. Because it has turned out in further analysis that the presented benefits would not be a major factor in actual VoIP usage, the RLC properties don’t need to be the determining factor.

However, in order to keep the delay and loss of speech frames in reasonable limits, the RTCP packet size should be limited. The recommended maximum RTCP packet size could be determined by the allowed loss of packets, or by the allowed delay. These parameters are in the expertise of SA4.

Conclusion

In a response LS to SA4, it is recommended to include the following message:

In RAN2 no major benefits have been identified in using Layer 2 parameters to optimise the recommended RTCP packet size. 

The recommended maximum RTCP packet size should be determined by the allowed loss of packets, or by the allowed delay. These parameters are out of RAN2 scope. RAN2 can give a rough dependency: If the RTCP packet size (without UDP/IP header) is about N RTP payload sizes, the number of lost consequtive speech frames is maximally in order of N. Or alternatively, a maximum delay of N times 20 ms is caused to the speech frames following the RTCP packet. (Depending on the parameter settings, the delay can be traded off against the number of lost packets.)

