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1.
Introduction

This contribution provides the status of the current HSDPA specifications in terms of their support for streaming services (streaming services as defined in terms of a traffic class). 

2.
Discussion

Given the need to ensure that streaming services can be efficiently supported using HSDPA, the understanding in RAN WG2 (and RAN WG3) needs to arrive at a consensus to ensure completion of the specifications. A brief summary of the attributes of “streaming traffic class” and a status in the Stage 2 specifications is provided. Additional definitions can be found in the Annex of this contribution.

2.1
TS23.107 and Streaming

TS 23.107 recognizes four traffic classes.  In attempting to distinguish between the four traffic classes, 23.107 states the following:

“The main distinguishing factor between these QoS classes is how delay sensitive the traffic is: Conversational class is meant for traffic which is very delay sensitive while Background class is the most delay insensitive traffic class.

Conversational and Streaming classes are mainly intended to be used to carry real-time traffic flows. The main divider between them is how delay sensitive the traffic is. Conversational real-time services, like video telephony, are the most delay sensitive applications and those data streams should be carried in Conversational class.”

Furthermore, specifics regarding streaming data are provided as follows:

“It is characterised by that the time relations (variation) between information entities (i.e. samples, packets) within a flow shall be preserved, although it does not have any requirements on low transfer delay.

The delay variation of the end-to-end flow shall be limited, to preserve the time relation (variation) between information entities of the stream. But as the stream normally is time aligned at the receiving end (in the user equipment), the highest acceptable delay variation over the transmission media is given by the capability of the time alignment function of the application. Acceptable delay variation is thus much greater than the delay variation given by the limits of human perception.

Real time streams - fundamental characteristics for QoS:

· preserve time relation (variation) between information entities of the stream.”

“Streaming class 

As for conversational class, streaming traffic is assumed to be rather non-bursty. Maximum bitrate specifies the upper limit of the bitrate the UMTS bearer delivers SDUs at the SAPs. The UMTS bearer is not required to transfer traffic exceeding the Guaranteed bitrate. Maximum and guaranteed bitrate attributes are used for resource allocation within UMTS. Minimum resource requirement is determined by guaranteed bitrate. (When a streaming source generates less traffic than allocated for the bearer, the unused resources can of course be used by other bearers.)

Since the traffic is non-bursty, it is meaningful to guarantee a transfer delay of an arbitrary SDU.

The transfer delay requirements for streaming are typically in a range where at least in a part of this range RLC re‑transmission may be used. It is assumed that the application's requirement on delay variation is expressed through the transfer delay attribute, which implies that there is no need for an explicit delay variation attribute.”
2.2
Status

As of June 2002, the HSDPA related specifications – in particular 25.308 state the following:

Excerpt from subclause 7.2.1 of 25.308:

“-
Services priority class queues:

-
The scheduler receives MAC-hs SDUs based on information from the Iub frame protocol. One UE may be associated with one or more Iub logical flows. Each Iub logical flow contains HS-DSCH MAC-d PDUs for one priority class.

-
There is a delay attribute associated with each priority class queue. The delay attribute is provided from RNC to Node B (e.g. signalled in the control plane by NBAP).

-
Information about the available bit rate for each priority class queue may be provided from Node B to RNC.”
Moreover, following deliberations in the RAN2#30 meeting, RAN WG2 sent RAN WG3 a LS (R2-021748) with the following message:

“RAN2 has discussed the dynamic resource handling for HSDPA and would like to inform RAN3 of the results of the discussion.

· The MAC-hs is able to abort the transmission of any packet. This functionality was intended for the MAC-hs scheduler to be able to abort the transmission of any ‘out-of-date’ packet. But today, the Node B does not have the necessary information in order to be able to make such decision. Therefore, it has been agreed in RAN2 that it would be useful to provide the Node B with an indicative Delay Attribute as specified in 25.308v5.2.0 subsection 7.2.1. It has been suggested that this Delay Attribute should be set per priority class. The use of this Delay Attribute by the Node B will be optional and left to implementation [‘Node B should…’].
· RAN2 has discussed Call Admission Control and it is the common understanding that CAC functionality is required in the context of HSPDA. Discussions took place on whether this functionality should be in the Node B or CRNC, but no conclusion could be reached in RAN2. On suggested way forward was that CAC should be done in the CRNC based on the report of the percentage of usage of codes and power in average to the CRNC.”
3.
Open Issues

It is proposed that RAN WG2 discuss and conclude on the following open items (or re-open previously closed items as necessary) among others:

1. What is the meaning of the delay attribute associated with each priority class? Does it have a relationship with the transfer delay parameter (on the Iu)? Is it implementation dependent? This issue needs to be addressed for all traffic classes – i.e. interactive, background and streaming. There currently seems to be some confusion in RAN WG3 (and maybe RAN WG2 as well!) as to what RAN WG2 actually meant in the LS to RAN3 on this topic.

2. How are the priority classes allocated? Is it unique per UE or it is a global parameter? Is there an implicit requirement of setting aside priority class values for different traffic classes? Is the “priority class” communicated over the Iub sufficient as a differentiator for any and all types of schedulers in the Node B? What happens when a user gets allocated flows for a higher traffic class (e.g. streaming) after already being allocated resources for e.g. interactive class (i.e. RB set up for interactive followed later by RB set up for streaming) – does this therefore require priority class values to be pre-defined? 

3. Is the present allocation of priority class sufficient for the meeting of the “guaranteed bit rate” requirement in order for the QoS contract for streaming to be met? The traffic handling priority on the Iu is defined for interactive bearers only and thus by definition interactive bearers cannot have guaranteed bit rates. How then does the mere indication of a priority on the Iub “guarantee” a bit rate for a streaming bearer – while there can be mechanisms based on the flow control over the Iub they would be necessarily coarse – is this sufficient? 

4. If guaranteed bit rate is not provided should traffic class be provided – does this really add value (e.g. obviate need to pre-define priority classes)?

5. Would it be helpful to have the “guaranteed bit rate” parameter provided to the Node B? If so how does this inter-play with the location of admission control or can admission control still be kept in CRNC while providing this additional parameter(s) to Node B? Is moving admission control to the Node B for HS-DSCH feasible – and what does it mean to then have the transport channel switching function in the SRNC?

6. What is the understanding and status of the current statement in 25.308 suggesting “Information about the available bit rate for each priority class queue may be provided from Node B to RNC”? Since the user is allocated a HS-DSCH in a “cell”, how useful is it to have the above provided on a Node B basis to the RNC?

7. What is essential for the Node B to provide to ensure efficient admission control in the CRNC?
In deciding the way forward on the above issues, the following should be kept in mind:

1. Requirements from the operators for ensuring streaming services to be supported with HSDPA.

2. Maximising throughput while keeping in mind different QoS requirements and thereby taking the opportunity to maximise capacity from a “number of billable users” perspective. 

Annex

Terminology from 23.017:

Traffic class ('conversational', 'streaming', 'interactive', 'background')

Definition: type of application for which the UMTS bearer service is optimised

[Purpose: By including the traffic class itself as an attribute, UMTS can make assumptions about the traffic source and optimise the transport for that traffic type.]

Maximum bitrate (kbps)

Definition: maximum number of bits delivered by UMTS and to UMTS at a SAP within a period of time, divided by the duration of the period. The traffic is conformant with Maximum bitrate as long as it follows a token bucket algorithm where token rate equals Maximum bitrate and bucket size equals Maximum SDU size.

The conformance definition should not be interpreted as a required implementation algorithm. The token bucket algorithm is described in annex B.

The Maximum bitrate is the upper limit a user or application can accept or provide. All UMTS bearer service attributes may be fulfilled for traffic up to the Maximum bitrate depending on the network conditions. 

[Purpose: Maximum bitrate can be used to make code reservations in the downlink of the radio interface. Its purpose is 1) to limit the delivered bitrate to applications or external networks with such limitations 2) to allow maximum wanted user bitrate to be defined for applications able to operate with different rates (e.g. applications with adapting codecs).]

Guaranteed bitrate (kbps)

Definition: guaranteed number of bits delivered by UMTS at a SAP within a period of time (provided that there is data to deliver), divided by the duration of the period. The traffic is conformant with the guaranteed bitrate as long as it follows a token bucket algorithm where token rate equals Guaranteed bitrate and bucket size equals Maximum SDU size. 

The conformance definition should not be interpreted as a required implementation algorithm. The token bucket algorithm is described in annex B.

UMTS bearer service attributes, e.g. delay and reliability attributes, are guaranteed for traffic up to the Guaranteed bitrate. For the traffic exceeding the Guaranteed bitrate the UMTS bearer service attributes are not guaranteed.

[Purpose: Describes the bitrate the UMTS bearer service shall guarantee to the user or application. Guaranteed bitrate may be used to facilitate admission control based on available resources, and for resource allocation within UMTS. ]

Transfer delay (ms)

Definition: Indicates maximum delay for 95th percentile of the distribution of delay for all delivered SDUs during the lifetime of a bearer service, where delay for an SDU is defined as the time from a request to transfer an SDU at one SAP to its delivery at the other SAP.

[Purpose: used to specify the delay tolerated by the application. It allows UTRAN to set transport formats and ARQ parameters.]

NOTE 3:
Transfer delay of an arbitrary SDU is not meaningful for a bursty source, since the last SDUs of a burst may have long delay due to queuing, whereas the meaningful response delay perceived by the user is the delay of the first SDU of the burst.

Traffic handling priority

Definition: specifies the relative importance for handling of all SDUs belonging to the UMTS bearer compared to the SDUs of other bearers.

[Purpose: Within the interactive class, there is a definite need to differentiate between bearer qualities. This is handled by using the traffic handling priority attribute, to allow UMTS to schedule traffic accordingly. By definition, priority is an alternative to absolute guarantees, and thus these two attribute types cannot be used together for a single bearer.]
Table: UMTS bearer attributes defined for each bearer traffic class

	Traffic class
	Conversational class
	Streaming class
	Interactive class
	Background class

	Maximum bitrate
	X
	X
	X
	X

	Delivery order
	X
	X
	X
	X

	Maximum SDU size
	X
	X
	X
	X

	SDU format information
	X
	X
	
	

	SDU error ratio
	X
	X
	X
	X

	Residual bit error ratio
	X
	X
	X
	X

	Delivery of erroneous SDUs
	X
	X
	X
	X

	Transfer delay
	X
	X
	
	

	Guaranteed bit rate
	X
	X
	
	

	Traffic handling priority
	
	
	X
	

	Allocation/Retention priority
	X
	X
	X
	X


