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1.
Introduction
As of March 2002, the HSDPA specifications are considered to be functionally frozen. However, we feel that there are still some aspects that need to be re-examined. Specifically, even though it is assumed that the MAC-hs layer is going to support concatenation of MAC-d PDUs into a single MAC-hs PDU, there is no plan for supporting segmentation. In this document we are providing some arguments for why segmentation at MAC-hs level would be desirable and we are providing an algorithm for a segmentation mechanism.

2.
HSDPA Payload Sizes

One of the central aspects of HSDPA is that the amount of resources allocated to the high-speed downlink channel is completely flexible and would depend on the amount of resources already allocated to dedicated channels used for voice and other guaranteed bit-rate services. This means that depending on the number of codes and the amount of power that is available, the payload sizes that can be transmitted to a given mobile would change drastically.
The set of payload sizes that is used is linked to the number of codes and the amount of power needed to reliably transmit each of them. The power increments between consecutive rates need to be small enough so that there is no waste of radio resources and the dynamic range needs to be large enough so as to cover the best and worse possible conditions in terms of UE channel conditions and available power at the network. An example of rates at 1dB increments in terms of required Ec/Nt is provided in [1]:

	CQI
	TBS+CRC
	Number of 
Codes
	Modulation
	Code Rate

	0
	N/A
	OOR

	1
	200
	1
	QPSK
	0.21

	2
	260
	1
	QPSK
	0.27

	3
	340
	1
	QPSK
	0.35

	4
	400
	1
	QPSK
	0.42

	5
	480
	1
	QPSK
	0.50

	6
	680
	2
	QPSK
	0.35

	7
	820
	2
	QPSK
	0.43

	8
	960
	2
	QPSK
	0.50

	9
	1290
	3
	QPSK
	0.45

	10
	1520
	3
	QPSK
	0.53

	11
	1780
	3
	QPSK
	0.62

	12
	2300
	4
	QPSK
	0.60

	13
	2610
	4
	QPSK
	0.68

	14
	3330
	5
	QPSK
	0.69

	15
	3590
	5
	16-QAM
	0.37

	16
	4200
	5
	16-QAM
	0.44

	17
	4700
	5
	16-QAM
	0.49

	18
	5300
	5
	16-QAM
	0.55

	19
	5910
	5
	16-QAM
	0.62

	20
	6600
	5
	16-QAM
	0.69

	21
	7200
	5
	16-QAM
	0.75

	22
	9750
	7
	16-QAM
	0.73

	23
	11500
	8
	16-QAM
	0.75

	24
	14400
	10
	16-QAM
	0.75

	25
	17300
	12
	16-QAM
	0.75

	26
	21600
	15
	16-QAM
	0.75

	27
	RSVD
	
	
	

	28
	RSVD
	
	
	

	29
	RSVD
	
	
	

	30
	RSVD
	
	
	

	31
	RSVD
	
	
	


Note that these rates do not take into account the actual number of available codes. This means that an actual configured set of payloads is likely to be larger than this so that it can work in any condition. 

It can be seen that the minimum payload size is in the order of 200 bits and that the maximum payload size could be in the order of 21,600 bits. Furthermore, it can be seen that when a single code is allocated for HSDPA and for payloads requiring little energy, the payload increments are in the order of 60 bits: 200bits -> 260bits -> 340bits -> 400 bits -> 480 bits.

Of course, if the number of SF16 codes allocated for HSDPA is always two or more, then the minimum payload size would 400bits and the increments would be multiplied by a factor of two.

3
Impact of RLC PDU size on rate selection

In AM, there is only one RLC PDU size configured for each service. Once this size is defined, it defines the size of the MAC-d PDUs that will be delivered to the MAC-hs entity.

3.1
Problems with Large RLC PDU sizes

Impact on physical layer transmissions

MAC-d PDU size + MAC-hs header ((20 bits) constitutes the minimum payload size for this specific application. If the payload that can be supported at any one time is smaller than this, then this service cannot use the resources. Therefore, the larger the PDU size, the higher the amount of resources needed in order to provide any kind of service to the corresponding application.

Furthermore, this PDU size defines the increments by which the payload can be increased. When this increment is high, the number of available rates is decreased and there is a loss due to the use of a sub-optimal rate (either too low or too high). The waste of power can be reduced when the number of users multiplexed together is high, but the algorithm for optimising this may be cumbersome and there is also an overhead associated with making more parallel transmissions due to the transmission of the additional control channels.

Frame-fill efficiency

It is expected that the majority of the traffic transmitted on HSDPA will be for high-rate applications. The standard MTU size for TCP/IP is 1500bytes (12kbits). A TCP ACK is made up of 40 bytes.

 Streaming video on the downlink would probably run at around 64kbps, which means that 20ms frames would have to contain 1280 bits. Models developed for HTTP (see [2]) based on real data also predict individual packet sizes between 50 and 2,000,000 bytes. Even a WAP page would probably contain more than 50 characters, bringing the information payload to: 400bits, plus the overhead. This means that most all packets transmitted over HSDPA will have a size larger than 400 bits and that the majority will actually be significantly larger than that.

Hence, a PDU size of 400-800 bits would not be expected to yield significant losses due to inefficient frame filling. Therefore, frame fill efficiency is not regarded as a significant problem.

3.2
Problems with small RLC PDU sizes

Overhead

In AM, each RLC PDU will be appended a minimum of two bytes of overhead for the RLC AMD header. In addition to this, length indicators (LIs) will be used for the purpose of identifying the end and the beginning of higher layer PDUs. 

In UM, the RLC PDU header is only made up of one byte. This is again complemented by LIs when necessary.

When logical channel multiplexing is performed, four bits of MAC-d header, which are used to identify the logical channel to which the data belongs, are added to the RLC overhead.

Of course, the smaller the RLC PDU size, the larger the overhead ratio and inversely, the larger the RLC PDU size, the smaller the overhead.

For example, for AM, which is expected to be used the most with HSDPA, the minimum overhead per PDU is 16 bits. When a physical layer payload of 200 bits needs to be used, this represents 8% of the entire payload (higher when computed relative to the information). If a PDU size of 60 bits is used (what would be needed in order to have a set of tightly spaced rates), then the overhead represents 25%. 

Sequence number space for UM

It has been identified that the configuration of small RLC PDU sizes could easily result in HFN ambiguity during hand-over because of the potential transmission packet loss. This is linked to the fact that at high data-rates, a single transmission could hold PDUs making up almost half the sequence number space when the RLC PDU size is set so that it fits in the smallest payload size.

Processing of large number of PDUs

The number of PDUs received in a single transmission will have an adverse effect on the amount of processing that needs to performed in RLC. Also, because ciphering is performed at RLC level, each PDU is ciphered separately. When the PDU size is small, the number of RLC PDUs that can be received in a single transmission can be very high. Each one of these PDUs needs to be de-ciphered separately based on its own SN. 

3.3
What about changing the RLC PDU size?

Of course, it would be possible to modify the RLC PDU size as the amount of resources available for HSDPA change. This would allow selecting the size that minimizes the overhead for the particular set of available resources. However, there are two reasons that make it a rather ineffective solution:

· the available power changes very fast, and 

· modifying the RLC PDU size for AM entities requires their re-establishment and the flushing of the RLC buffers.

4
Proposed Solution

Based on what is described above, we conclude that there is an advantage to being able to use an RLC size larger than the minimum payload size. However, it is also desirable to be able to transmit to users the lowest possible payload sizes efficiently and reliably, so as to provide a robust service and also preserve a certain level of fairness. This combination of requirements of course leads to the need for a segmentation protocol in MAC-hs.
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4.1
Current MAC-hs header

The following fields are included in the header:

· QID: the ID of the re-ordering queue for which this data is meant.

· TSN: transmission sequence number that allows to re-order the packets upon reception

· SID: indicator of the size of the packet being sent.

Note that we do not portray here the possibility for allowing multiple sets of PDUs of different sizes, but the proposal can easily be extended to that.

4.2
Proposed Algorithm

Use predefined segmentation factor

Since all MAC-d PDUs have a size which is a multiple of 4 (RLC PDUs are octet based and the MAC-d header has size 0 or 4), it is always possible to cut them up in four pieces of equal size (defined at bit level).

Note that segmentation by larger factors would be possible if the segmentation scheme is defined unambiguously. For example, it could be specified that if the segmentation factor does not divide the size corresponding to an SID, then the remaining bits would be appended to a subset of the segment, e.g. starting from the first one to be transmitted. As an example, if we wanted to divide a payload of 27 bits into four parts, the segments would have sizes: 7, 7, 7, 6. This could be perfectly well accommodated by the proposed algorithm. 

Change to MAC-hs header

To the regular header would be added a single “Index” field that would indicate how many segments of the PDU initiated in the previous transmission are included at the beginning of the payload. Therefore, this would require 2 bits in the case where segmentation by four is performed. Note that there would be a single such field independently of the number of PDU sizes included in a single transmission.

Detailed algorithm

It is assumed that the number of segments PDUs will be chopped up in, as well as the exact number of bits of each one of the segments (whether explicit or implicit) needs to have been decided in advance.

Transmitter:

-
set the “QID” and “TSN” fields as for regular transmissions, based on the queue that is being serviced next;

-
if there are PDU segments left from a previous transmission meant for the same Priority Queue:

-
set the first “SID” field based on the size of the PDU that was segmented;

-
add the segments at the beginning of the payload;

-
set the value of the “Index” field to the number of segments which are part of the previously transmitted PDU;

-
set the number of PDUs of the current size (“N”) to 1;

-
otherwise:

-
set the “SID” field based on the size of the next PDU that needs to be transmitted;

- 
set the “Index” field to 0;

-
set the number of PDUs of the current size (“N”) to 0;

-
as long as there are PDUs corresponding to this queue:

-
if there are PDUs of the current size (indicated by current SID):

-
if there is enough room for a PDU of size indicated by the current SID in the payload selected:

-
append entire PDU to the transmission data.

-
increment the current number of PDUs 

-
otherwise:

-
if there is enough room for at least one segment of a PDU:

-
append as many segments as will fit.

-
store the rest for the next transmission meant for the same queue.

-
set the “Flag” field after the current SID and N fields to 1;

-
the payload is complete and the procedure ends.

-
otherwise:

-
if there are more PDUs of different sizes belonging to the same priority queue:

-
set the “Flag” field after the current SID and N fields to 0;

-
append to the header new SID, N and F fields;

-
set the new SID value to the value corresponding to the size of the PDUs;

-
set the new N to 0;

-
set the last “Flag” field to 1;

-
the payload is complete and the procedure ends.

Receiver:

At the receiver, the transmission packets are routed to the appropriate queue and re-ordered as before. The re-ordering entity then passes transmission payloads, which have been cleared by the stall-avoidance mechanisms, to a self-contained segmentation and concatenation function. This will chop the transmission payloads into PDUs and, when necessary, concatenate segments across transmission payload boundaries. If a transmission is lost, and some segments of a given PDU are not received then the entire PDU shall be discarded.

As soon as transmissions with consecutive SNs are available at the receiver, the following algorithm would need to be applied:

-
if the transmission payload does not have the TSN following the previous one:

-
discard any segments of PDUs stored already;

-
if the “Index” field has value different from 0:

-
decrement the value in the first field “N” by one;

- 
remove from the front of the payload the number of PDU segments indicated in this field (their size will be determined based on the value of the first SID field);

-
if the previous PDU has not yet been received:

-
discard these segments;

-
otherwise:

-
compute the total number of segments, from the current and the previous transmission is equal to the total number of segments in a PDU;

-
if the number does not match:

-
discard this payload;

-
otherwise:

-
concatenate these segments into a single PDU and pass it to upper layers;

-
consider each set of fields “SID”, “N” and “F” until the field “F” takes value 1:

-
remove “N” packets of size indicated by “SID” from the front of the payload and pass them to upper layers;

-
consider the last set of fields “SID”, “N” and “F” (for which the field “F” takes value 1):

-
remove “N”-1 packets of size indicated by “SID” from the front of the payload and pass them to upper layers;

-
remove segments of packets from the front of the payload until either reaching the number of segments per PDU or not having enough bits for an entire segment;

-
if there were enough segments in the payload to make up an entire PDU then:

-
pass it to upper layers;

-
otherwise:

-
store the segments so that they may be combined with the next (consecutive) payload received by lower layers;

-
the procedure ends.

5
Conclusion

A simple algorithm, with very limited overhead is proposed as a means for going around some of the constraints imposed by the physical layer. The two or even three bits that could be used per transmission are negligible compared to the 16 bits per PDU appended by RLC. If the PDU size can be increased by even a factor of two using this method, the reduction in the RLC overhead will by far outweigh it. Note that it would also be possible to make the segmentation functionality configurable by upper layers, so as to allow the elimination of this overhead when segmentation is not used.

The proposal is therefore to introduce segmentation functionality in MAC-hs and to add the proposed text to [2].
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