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1. Introduction

At Ran 2#26 in Sophia Antipolis it was agreed to initiate an email discussion on Stall Avoidance to help progress the work on the operation of the MAC-hs entity, being completed as part of the ongoing work on HSDPA.

Unfortunately discussion was only initiated on 11th February and as such left little time to discuss very much. 

The discussion was kicked off with 2 documents. The first document (captured in annex A) was an attempt to describe a summary of the current status captured in the latest version of TS 25.308. The second was a list of questions (captured in annex B) aimed at reaching a common understanding on the need for further work on Stall Avoidance, with regard to the operation of the MAC-hs entity.

One comment was received from Ericsson suggesting that it would be better to consider the current status from the latest available draft CR for 25.321 for HSDPA, as this captured the decisions of the last meeting.

No further progress has been made.

Annex A - Summary of current Status in 25.308v510

Section 7.3.3 details the receiver's delivery process to the higher layers and 7.3.3.1 details the current timer stall avoidance mechanism. The following is intended as a summary of what is understood to be the correct operation as indicated in the specification.
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Current Summary

· Data blocks received in sequence are delivered to higher layer.

· The next correctly received data block is placed in receiver queue buffer in sequential order

· If this received data block has a sequence number, which is NOT in sequence with the last data block delivered to the higher layer, and no timer has been started, the timer is started.

· No further delivery of data blocks to higher layer occurs until,

· The missing data block with the sequence number in sequence with the last delivered data block is correctly received, in which case it is delivered to the higher layer,  or

· The timer expires.

· When one of the above conditions occurs the receiver sequence number queue management entity moves to the next in sequence, sequence number.

· If the data block for that sequence number has been correctly received it is delivered to the higher layer,

· If the data block with the corresponding sequence number is missing and a data block with a higher sequence number has been correctly received and stored in the buffer a new timer will be started. 

· If the received data block is the next in sequence data block it is delivered to the higher layer.

· If the received data block is correctly received and a timer is on going for a missing data block this correctly received data block is placed in sequential order in the queue, based on its received TSN.

Identified problem with current Status

Limitations have been identified with the current timer mechanism due to the long duration setting of this timer (required to account for the varying scheduling options for HS-DSCH and number of possible retransmissions for each data block).If we assume that the timer has to allow for all data block retransmissions to be exhausted for the total number of retransmissions allowed by the NodeB, the time between retransmissions is a random variable due to asynchronous nature of the DL HARQ. Therefore, no single value for the timer will be good for all conditions i.e. a small value will result in aborting valid transmissions and a large value will cause increased latency. In addition, 

· Misinterpretation of the UL status indication NACK to ACK causes a data block transmission to be prematurely aborted in the transmitter. This results in a gap in the re-sequencing buffer which is not flushed until the timer has expired. 

· A data block aborted due to pre-emption by another data block with higher priority class. Depending on the UE traffic composition, this scenario can be very likely, causing a data block transmission to be aborted and re-initiated after some amount of time using a new TSN and a gap will exist in the sequence of data packets at the UE. 

· The NodeB aborts a data block transmission on one process after a certain number of retransmission attempts have been reached. Subsequent data continues on other processes. At the re-ordering buffer, the UE are not aware of this intentional abort by the NodeB and the aborted data block causes a gap in the re-ordering buffer.

Current Proposals to handle these conditions can be found in;

R2-020082 Window based mechanism for HARQ stall avoidance (ASUSTeK Computer Inc.)

R2-020087 HARQ stall avoidance (Ericsson)

R2-020105 Stall Avoidance with In-Band Signalling (Lucent Technologies)

R2-020132 Pointer approach for HARQ stall avoidance (Philips)

[1] R2-020080
Timer based Stall Avoidance mechanism (LG Electronics Inc.)

Annex B - Questions regarding HARQ packet delivery

1. Is the current description of the transmitter and receiver queue management procedures sufficient, as specified in 25.308 section 7.3.3. 

[GPY] Probably not, and I suggest the merging of Ericsson/Philips/ASUSTek/Lucent papers to reliably describe operation of the receiver as it is now, using the timer mechanism described in 25.308v510. (Note that as yet the timer operation is to be enhanced by the proposals from Philips and LGI as agreed in Sophia).

2. Is the operation of the timer mechanism sufficient to manage delivery of received data blocks in sequence to the higher layers in the UE?

[GPY] Technically I believe so, the specified timer mechanism would eventually allow delivery of data blocks to higher layers, even with possible stalling of transmitter data.

3. Are the identified problems with the timer mechanism valid?

[GPY] I believe so, both the miss interpretation of a NACK to ACK and pre-emption by higher priority data could introduce long delays in delivery of received data stored in a receiver queue. The need to abort a re-transmission in favour of new transmissions on the same priority queue could also produce a gap in the receivers queue causing extra delay in delivery.

3.1 Do these problem pose a significant problem for the receiver /system performance?

[GPY] Yes the delays caused by these cases can cause significant performance degradation

3.2 What operational conditions exacerbate these problems, and are these conditions valid? (low rate data, poor channel conditions etc.)

[GPY] The following scenarios could increase the probability of stalling at the re-ordering buffer: 

· Scheduling of traffic types with different quality of service and priorities 

· Low to medium load conditions where new incoming data is slow to flush the reordering buffer. 

· User at cell edge with lower SNR which causes higher probability of NACK to ACK error as well as greater number of retransmission to achieve successful transmission. In addition, these users are usually scheduled lower rates due to their channel condition.

� Not reflected in this summary is an enhanced timer performance based on contribution from LG at the last meeting, [1] (with some additional points to be agreed between this and the Philips proposal in R2-020132)
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