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Introduction
A stall avoidance mechanism is needed to avoid possible stall situations in the HARQ protocol, and now it is included in the spec [1] [2]. Currently the only defined mechanism is timer based, and another mechanism is also studied to consider the modulo nature of the TSN. Here, we show the problems in the current timer based mechanism, and propose the modified one to solve this problem.

Cumulative Delay

The spec says that (7.3.3.1 in 25.308)

When the timer T1 is stopped or expires, and there still exist some received data blocks that cannot be delivered to higher layer:

-
timer T1 is started for the data block with lowest TSN among those data blocks that cannot be delivered.
Since the timer is started for the data block with lowest TSN stored in the reordering buffer, later data blocks may suffer from cumulative delay. If there are many data blocks failed to transmission (due to NACK(ACK misinterpretation or data block discard in Tx), and unfortunately they are discretely distributed, later data blocks should be stored for a long time because they can’t be delivered to higher layer until several stall timers have expired. 

Figure 1 shows an example of the cumulative delay problem. Figure 1 (a) is a snapshot of the buffer status when the stall timer starts, and Figure 1 (b) is a snapshot when the stall timer expires. 
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Figure 1. Example of Cumulative Delay problem
When the data block with TSN=8 is received, it should be stored because the data block with TSN=7 has not been received. At the time the data block with TSN=8 is stored in the reordering buffer, the Stall Timer 1 is started. While the Stall Timer 1 is running, other data blocks (TSN=10,11,13,14) are received, and they are also stored in the buffer. Unfortunately, the data blocks with TSN=7,9,12 are discarded in the Tx due to, for example, expiry of data block discard timer, and will never be received. Then, when the Stall Timer 1 expires, only the data block with TSN=8 is delivered to higher layer, and next timer (Stall Timer 2) is started. Therefore, the data blocks with TSN=10,11 should be stored until two Stall Timers expired. Even worse, the data blocks with TSN=13,14 should wait for three Stall Timer expiry.

This example shows that discretely failed data blocks will cause a cumulative delay problem to later data blocks. The more data blocks are failed to receive, the more delay is cumulated. Note that even we set the timer to a small value, the cumulative delay can be very long, and it can cause a TSN wrap-around problem (New data block is overlapped with old data block).  

Discard of correctly received data blocks

The spec says that (7.3.3.1 in 25.308)

When the timer T1 expires:

-
all data blocks up to and including TSN-1 shall be removed from the reordering buffer;

-
all data blocks up to the first missing data block shall be delivered to higher layer.
This requirement seems to be inefficient because the correctly received data blocks are discarded and not delivered to higher layer. Let’s see the following example.

Figure 2 shows the snapshots of the buffer status when (a) timer starts and (b) timer expires. 
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Figure 2. Example of discard of correctly received data blocks

The stall timer starts when the data block with TSN=11 is received. The lower data blocks are not received yet. While the stall timer is running, the data blocks with TSN=8,9,10 are received, but the data block with TSN=7 is still missing. When the stall timer expires, the current spec mandates to discard all data blocks up to and including the data block with TSN=10; the correctly received data blocks (8,9,10) are discarded, not delivered to higher layer. It is obviously wasting radio resource. 
Proposals

Our proposal is rather simple. The following is a summary of our proposals.

When the timer T1 expires:

-
among data blocks up to and including TSN-1 all the correctly received data blocks shall be delivered to higher layer;
-
all data blocks up to the first missing data block shall be delivered to higher layer.”
When the timer T1 is stopped or expires, and there still exist some received data blocks that cannot be delivered to higher layer:

-
timer T1 is started for the data block with highest TSN among those data blocks that cannot be delivered.
Figure 3 shows an example of proposed method. Like other examples, the figure shows the snapshots of the buffer status when (a) timer starts and (b) timer expires.
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Figure 3. Example of proposed method

When the data block with TSN=8 is received, the Stall Timer 1 starts. This is same as current behaviour. But when the Stall Timer 1 expires, and the buffer status at that time is as Figure 3 (b), the data blocks with TSN=6,8 are delivered to higher layer, and the next timer (Stall Timer 2) is started for the data block with highest TSN in the reordering buffer (TSN=14). The difference is that the data block with TSN=6 is not discarded but delivered to higher layer, and the next timer is started for the data block with TSN=14 not with TSN=10.

The advantages of the proposed method over the current method is;

· Reduced maximum delay for each data block

For each received data block, the maximum delay one can experience is less than 2 × T1 value. The maximum delay has no relation to the number of failed data blocks.

· Increased transmission efficiency

By delivering the correctly received data blocks to higher layer, we can improve transmission efficiency.

Furthermore, since the maximum delay is less than 2 × T1 value, we can avoid TSN wrap-around problem by setting T1 to a proper value. To calculate the maximum value of T1, the worst case is shown in Figure 4.

In Figure 4 (a), the Stall Timer 1 starts when the data block with TSN=SN1 is received. While the Stall Timer 1 is running, all the following data blocks except SN4 are received (Figure 4 (b)). Here we assume that SN4 will never be received due to NACK(ACK misinterpretation. When the Stall Timer 1 expires, the data block with TSN=SN1 is delivered to higher layer, but other received data blocks are still stored in the buffer because of missing data block (SN4). Then the next timer (Stall Timer 2) starts for the data block with TSN=SN2. Theoretically, the maximum value of SN2 = SN1 + T1 / 2. While the Stall Timer 2 is running, all the following data blocks are correctly received. At the expiry of Stall Timer 2, the highest data block received is TSN=SN3. Like SN2, the maximum value of SN3 = SN2 + T1 / 2. Now, to avoid TSN wrap-around problem, SN3 should be less than or equal to SN1 + 64. That is, the maximum value of SN3 is SN1 + 64. Thus, the maximum value of T1 is,

SN3 = SN2 + T1 / 2 = SN1 + T1 / 2 + T1 / 2 = SN1 + T1 = SN1 + 64  (  T1 = 64 ms

It means that if the T1 value is set less than or equal to 64 ms, the TSN wrap-around problem will not occur. 
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Figure 4. Calculation of maximum T1 value that can avoid TSN wrap-around problem
In addition, it is desirable that the transmitter do not retransmit the data block that has not succeeded in transmission for a 2 × T1. Since the maximum time the receiver can wait for a data block is 2 × T1, the data block retransmitted after that time will just be discarded in the receiver even if it is correctly received. Preferably, a discard timer is used in each HARQ process, and a data block transmission is controlled by each discard timer.

Conclusions
This document shows a modified timer based stall avoidance method. The proposed method can remove the cumulative delay problem potentially present in the current method, and also can improve the transmission efficiency. Moreover, by setting T1 to a proper value (less than or equal to 64 ms), the TSN wrap-around problem can be avoided. Therefore, we propose to adopt the proposed method into the TS 25.308 and TS 25.321.
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