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1. Introduction

A timer based mechanism for HARQ stall avoidance is included in [1]. Other complementary stall avoidance mechanisms [2][3][4][5] were proposed but no consensus has been reached yet until RAN2 #25 meeting. This document discusses the drawbacks of the current timer based mechanism and outlines a proposal of modifying the current timer based mechanism to overcome those drawbacks.

2.
Drawbacks of current timer based mechanism

2.1
Duration Setting of the Timer

In the current HARQ protocol, a data block transmission can be interrupted due to pre-emption by another data block with higher priority class. The interrupted data block will be re-initiated when it is scheduled to be transmitted again. Thus, although the maximum number of consecutive (or “un-interrupted”) transmissions is fixed for a data block, actual number of transmissions of a data block is indefinite.  This means that there is no worst case for number of transmissions of a data block in current HARQ protocol. Consequently, the duration setting of the timer is not easy to decide. 

It is pointed out in [4] that if the timer is shorter than the actual time then valid retransmissions would be interrupted, and if the timer is longer then out of order delivery may occur.  In fact, [2] points out a scenario showing that a shorter timer may result in un-resolved ambiguity in the received TSNs. Consequently, out-of-order delivery may occur also for a too short timer. To understand this situation, please refer to Figure 1.

	TSN
	0
	1
	2
	3

	Receiving status
	X
	V
	V
	V


Figure 1 Example of a too short timer

In Figure 1, TSN is assumed to be represented by 3 bits for simplicity. If the timer for gap TSN=0 expires, TSN=0 is discarded and data blocks of TSN=1, 2, and 3 are delivered to RLC. Now, if the discarded TSN=0 is retransmitted by the transmitter and received by the receiver, the reordering entity will consider this out-of-date data block to be with the correct TSN of the next cycle. After receiving TSN=4, 5, 6 and 7 data blocks, all the received data blocks including the out-of-date TSN=0 data block will be delivered to upper layer out of sequence. An upper layer protocol error might be induced. 

Note that if the window based mechanism proposed in [2] applies in the above scenario, when the out-of-date TSN=0 data block is received and considered to be TSN of the next cycle, the active TSN=4 will be discarded from the reordering buffer since the window size is 4 for a 3-bit TSN. The TSN ambiguity problem remains unsolved. This scenario shows that even the complementary window based mechanism is adopted, the current timer based mechanism is not robust.

No robust duration setting for the timer is one drawback of the current timer based mechanism in [1].

2.2
Potential discard of correctly received data blocks

The gap between TSNs of received data blocks may contain more than one missing TSN. Consider Figure 2, where 3-bit TSN is also assumed for simplicity.

	TSN
	0
	1
	2
	3
	4
	5
	6

	Receiving status
	X
	X
	X
	V
	V
	X
	V


Figure 2 Example of  “long” gap

By the current timer based mechanism, a timer will be activated when TSN=3 is received. When the timer expires, TSN=0, 1, 2 will be discarded from the reordering buffer. Therefore, if TSN=1 was received before the timer expires, TSN=1 will be discarded. If TSN= 1 and 2 were received before the timer expires, both TSN=1 and 2 will be discarded. The unnecessary discard of correctly received data blocks will degrade the system performance.

2.3
Inefficient timer cascade procedure

The current timer based mechanism in [1] activates only a single timer in the UE. Consider Figure 3. 

	TSN
	0
	1
	2
	3
	4

	Receiving status
	X
	V
	X
	V
	V


Figure 3 Example of  gaps to be processed in cascade

If TSN=0 and 2 had been discarded by the transmitter because of NACK to ACK error. At the receiver, the timer will be activated first for the gap of TSN=0. After the timer expires, TSN=0 is discarded and TSN=1 is delivered to upper layers. Then, the timer will be activated again for the gap of TSN=2. The latencies for TSN=3 and 4 are degraded because of the cascaded timer procedure. 

The current single timer procedure has the advantage of using less memory capacity. However, although the maximum number of TSNs is 64 for 6-bit TSN as currently defined in [1], the maximum number of possible missing TSNs is equal to the number of total HARQ processes. The Process ID is currently 3 bits, which means that the maximum number of total HARQ processes is 8. Furthermore, the current consensus is to use a maximum number of HARQ processes of 6. Thus, the maximum number of possible missing TSNs is 6 for each priority class. Comparing to the inefficiency of timer cascade procedure, the cost of extra memory for at most 5 timers per priority class is deemed low.

3. Modified timer based mechanism

In order to overcome the above drawbacks of the current timer based mechanism in [1], the following modifications are proposed:

(1)  A timer is activated for each new TSN transmitted at the transmitter. When the timer expires, the data block of the corresponding TSN is discarded and shall not be retransmitted any more. The timers in the transmitter and in the receivers are proposed to have the same duration for each priority class. 

Note that an active TSN might be interrupted due to pre-emption by another data block with higher priority class. The level of priority classes are represented in 3 bits, i.e. 8 levels of priority classes are possible in [1]. If the maximum number of HARQ processes is 6, the maximum number of timers needed in the transmitter is 48. This worst case can be considered to be a very rare case in the real world.

By using timers at both the transmitter and the receiver, a robust timer duration can be found. For example, in the case of Figure 1, when timer for TSN=0 expires at the receiver, the timer for TSN=0 at the transmitter also expires so that the TSN=0 will not be retransmitted by the transmitter. TSN ambiguity that is possible in the current timer based mechanism will not happen with this proposed modification.

(2)  The rule for discarding when timer expires at the receiver is modified to allow the received data blocks within the gap to be delivered to upper layers.

(3)  One timer is activated for each gap in the reordering buffer. Each gap can have one or more than one consecutive missing TSNs. There can be multiple timers activated if multiple gaps exist. The gap, which is contained in a previous gap that has started a timer before, shall not activate a timer. Note that this modification need less number of timers than the case that a timer is activated for each missing TSN.

[Example]  In Figure 4, gap of TSN=0,1,2 will activate a timer. Gap of TSN=7 will activate another timer. If TSN=1 is received later, the newly formed gap of TSN=0 shall not activate another timer, because TSN=0 is contained in the “previous long gap” of TSN=0,1,2, which has activated a timer. Similarly, the newly formed gap of TSN=2 shall not activate another timer either by the same reason.

	TSN
	0
	1
	2
	3
	4
	5
	6
	7
	8

	Receiving status
	X
	X
	X
	V
	V
	V
	V
	X
	V


Figure 4 Example of timer for a “long” gap

3.1 Timer based mechanism in HARQ protocol

3.1.1 Network operation in the HARQ process

-
Timer based mechanism

-
The value of the timer is configured by upper layers.
-
A timer is activated when a data block with a new TSN is transmitted.

-
When the data block is positively acknowledged, the associated timer is stopped.

-
When the data block is abandoned or discarded from the retransmission buffer, the associated timer is stopped.
-
When the timer expires, the corresponding data block is discarded from the retransmission buffer and shall not be retransmitted afterward.

3.1.2 UE operation in the Reordering entity

Timers control the stall avoidance in the UE reordering buffer. The value of the timer is configured by upper layers.

A timer shall be started if:

-
a gap, which may contain one or several missing data blocks of consecutive TSNs, is found; and

-
the gap is not contained in a previous gap that has started a timer before.
If all the missing data blocks in the gap are received before the timer expires:

-
the associated timer shall be stopped; and

-
all data blocks up to the first missing data block shall be delivered to higher layer.

When the timer expires:

-
the data blocks that are still missing in the associated gap shall be removed from the reordering buffer;

-
all data blocks up to the first missing data block shall be delivered to higher layer.

4. 
Proposal

It is proposed:

-
to include the description of the Timer based mechanism for Network operation in the HARQ process from section 3.1.1 into Section 7.2.3 in [1] and corresponding section in MAC specification Release 5.

-
to replace the description of the Timer based mechanism for UE operation in the Reordering entity from section 3.1.2 into Section 7.3.3.1 in [1] and corresponding section in MAC specification Release 5.
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