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1. Overview

This paper presents an overview of the Cursor( 3G method of Cumulative Virtual Blanking (CVB), which enables viable high accuracy location services based on OTDOA, without the need for IP-DL.

In spread spectrum CDMA systems, such as UMTS, positioning technologies that rely on being able to receive signals from a number of geographically dispersed transmitters suffer from the “hearability” problem. This problem arises because the transmitters in the network share a common frequency channel, and closer transmitters tend to “drown out” more distant transmitters, making it impossible for the user equipment to measure the signals from these more distant ones. This problem does not arise in time-frequency division systems such as GSM, for which the E-OTD (OTDOA) positioning technique has been shown to provide high precision location information.

In order to achieve satisfactory “hearability” in UMTS systems a technique called IP-DL, in which transmitters turn off (blank) their downlink transmissions periodically has been proposed. This technique is complex and leads to some loss of downlink network capacity. The CVB method achieves results similar to IP-DL, but without the need for physically turning off downlink transmissions:- the stronger signals are separated from the weaker ones using software signal processing techniques in the SMLC.

In order for CVB to work, it is necessary to make slightly different measurements than those used in conventional OTDOA. Each Node B and UE captures a “snapshot” of the downlink signal when a location calculation is required. The SMLC compares these different “snapshots” and using signal processing techniques extracts the observed time differences, which are passed to the conventional OTDOA calculation procedure.

Tests and simulations conducted in the CPS laboratory in Cambridge, have shown that using the OTDOA with CVB method it is indeed possible to extract measurements for a number of different Node Bs. These tests have shown significantly better performance than using conventional OTDOA, and performance comparable with, or slightly better than, using OTDOA with IP-DL, and yet without the complexity required to support IP-DL. By using the entire signal available CVB inherently has a 10dB improvement over conventional OTDOA with or without IP-DL.

An analysis of the performance indicates that OTDOA using the CVB method is likely to yield a positioning accuracy of between 10m and 20m.

It is simple and cost effective to implement and the CVB method offers excellent “future proofing” by allowing algorithmic enhancements to the SMLC without necessitating further changes to the UE. 

2. Introduction

The ability to determine the geographic position of a User Equipment (UE) has become an integral part of the 3G UMTS specifications within the Location Services (LCS) functionality. Although there are a number of possible techniques for locating the UE, three methods are currently being standardised
: 

· Cell ID based methods;

· OTDOA with optional network assistance using idle periods;

· Network-Assisted GPS methods.

The basic method of OTDOA using Super Frame Number – Super Frame Number (SFN-SFN) measurements without idle periods is mandatory.

As a technology for geographically locating a mobile UE, OTDOA and E-OTD methods work well on 2G networks such as GSM, where they have been shown to meet the high accuracy positioning requirements of the FCC’s E-911 waiver requests.

One of the key factors driving the achievable accuracy of OTDOA solutions is the number of suitable geographically dispersed transmitter sites that a UE can receive and measure.

3G UMTS networks are based on CDMA in which entire networks of base stations (Node Bs) may operate on a common frequency, with individual signals and channels distinguished by using different codes. This raises a significant problem for the application of OTDOA in UMTS networks: that of “hearability”.

OTDOA requires the UE to measure signal parameters for a minimum of three different geographically dispersed transmitters in order to generate a position estimate. In a UMTS system a nearer Node B’s signal may swamp other more distant Node B signals, since they all share a common frequency band, thereby making it difficult, or even impossible, for the UE to extract the timing information for the more distant Node B signals. In this case it may be impossible to locate the UE accurately .

The “hearability” problem may be addressed by periodically turning off the Node B signal transmission entirely for a short period of time. During this short blanking period the UE is able to measure weaker, mode distant, Node B signals and thereby obtain measurements for a larger number of Node Bs. This technique is referred to as Idle Period on the Down Link (IP-DL). In principle it offers a potentially satisfactory solution for positioning using OTDOA in CDMA networks, but unfortunately it is complex to plan and manage, reduces network capacity, and requires very careful design of Node B radios, signalling and handset implementation.

The CVB method for implementing OTDOA in a CDMA based network provides similar performance to IP-DL, but without the complexities or capacity loss. Instead of physically turning off the Node B transmissions for short blanking periods, a pure digital signal processing approach is used, in the SMLC, to remove stronger signals successively and then extract timing information for weaker signals. This is referred to as “Cumulative Virtual Blanking”.

3. How CVB Works

3.1 Principle of Operation

The  method proposed here employs a signal processing technique called “Cumulative Virtual Blanking” (CVB) instead of IP-DL. This method uses signal processing in the SMLC to remove stronger Node B interferers successively rather than requiring the Node Bs to be physically turned off for blanking periods.

The SMLC requires the following measurements to be made in order to implement the technique:

· a “snapshot” of the radio channel received by the UE; and

· time co-incident “snapshots” of the transmitted radio channel of each Node B.

Each “snapshot” is typically 1 kByte at the UE and 4 kBytes at the Node B, and nominally represents the radio channel baseband I-Q signals.

There is no need for the UE to do any processing of the captured “snapshot”. This  is simply buffered and transferred to the SMLC via the Uu interface. It is not necessary for the UE to calculate SFN-SFN timings nor to have any knowledge of the Node Bs in the region.

The SMLC pre-processes the co-incident “snapshots” from the UE and each relevant Node B by successively correlating the UE “snapshot” with the Node B “snapshots” and removing the strongest Node B signal from the UE signal by subtraction. The output of this preprocessing stage is a set of OTD measurements which are transferred to the standard location algorithms instead of the SFN-SFN measurements that would have been obtained using the standard OTDOA measurement procedure.

3.2 Implementation

3.2.1 UE
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The figure below is a basic block diagram illustrating how the CVB function might be integrated into a UE. It is represented as the two shaded blocks. In practise it is anticipated that 3G architectures for the UE will already incorporate the Sampler Function (existing ADC), since it is likely that DSP and Software Radio techniques would be used in their design. It is also anticipated that the memory requirements of the Snapshot Buffer (typically around 1 kByte) will be easily accommodated. Thus we envisage that the addition of the CVB functions in the UE will require only software modifications.

Figure 1 - UE Block Diagram with CVB elements

3.2.2 Node B, LMU Function

For CVB the LMU function is closely associated with the Node B. The figure below is a basic block diagram illustrating how the LMU function might be incorporated into a Node B.
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Figure 2 - Node B with Integrated CVB Functions

The key elements are:

· the Sampling Device;

· the “Snapshot” Buffer;

· a Time Source and method of accurately time stamping the “snapshot” measurement; and

· a method of roughly synchronising the Sampler between Node Bs

In this configuration the downlink radio channel is sampled before being up-converted and transmitted. Typically the base-band I-Q signals would be sampled here, although other sampling points could be used. In order that there is complete overlap between the UE “snapshot” and the Node B “snapshots”, the Node B “snapshot” needs to be long enough to take account of measurement timing uncertainty, Node B synchronisation errors, and signal time of flight. It is expected to be around 4 kBytes in length

The time stamp is an important element in the Node B LMU function. It is necessary to time stamp the data “snapshot” accurately. Time stamp errors translate directly into position errors at the speed of propagation of radio waves – 3m per 10ns. There are several ways to achieve accurate time stamping, the most obvious being the use of GPS time. It is possible that future processing algorithms in the SMLC could lead to the elimination of the need for an external time source.

It is important to note that the time stamp requirement is just that, there is no need to synchronise operation of the Node Bs. Indeed the “snapshot” may be captured completely asynchronously from Node B operation. It is not necessary for the “snapshot” to be captured co-incidentally with network operations or data structures such as framing or C-PICH. It is, however, important that all Node B “snapshots” completely overlap the UE “snapshot”. All “snapshots” need to be taken at the same time.

Although the LMU function has been shown as integral to the Node B, and this is likely in future networks, it could be implemented as a loosely coupled function, or even as a stand-alone device.

3.2.3 SMLC

The SMLC may be implemented either as integral to the RNC or as a Stand Alone SMLC. To support CVB the Location function is the standard OTDOA algorithm, but a pre-processor is required to implement the Cumulative Virtual Blanking function and extract the OTDs from the Node B and UE “snapshots”.

3.3 Operation

It is envisaged that the Node B LMU function will be configured to capture regular “snapshots” and send them to the SMLC at a repetition rate appropriate for the applications that the network wishes to support. This will be done through the network management function using the NBAP protocol. A typical repetition rate may be once per second. The UE only captures a “snapshot” when requested to do so.

The procedure for acquiring a UE position would be as follows:

a) A position request from the Core Network is routed to the SRNC, which initiates an RRC measurement request to the UE. The request includes timing information instructing the UE when to capture the “snapshot”.

b) The UE captures the data and returns it in an RRC measurement response.

c) The SRNC passes the data to the SMLC component.

d) The SMLC cross correlates the “snapshot” made at the UE with the “snapshots” from the relevant Node Bs. The time offset for the strongest Node B correlation is measured.

e) An estimate of the signal received by the UE from the strongest Node B is made and subtracted from the UE “snapshot”.

f) The correlation search and signal subtraction, steps d) and e), iterates until no further signals can be extracted.

g) The time offsets gathered are transferred to the standard OTDOA location procedure which calculates the UE position and responds to the original measurement request with the result.

4. Simulation and Test Results

4.1 Basis for Improved Performance

The availability of a set of “snapshots” accurately representing the signals transmitted by the Node Bs, and a “snapshot” of the signal received at the UE, being some combination of these Node B signals, places the SMLC in a unique position to search for correlations. Furthermore, since the SMLC is using the entire signal rather than just a single channel within it, for example C-PICH, there is an inherent gain, of typically 10dB, over the standard method of SFN-SFN timing measurement.

4.2 Traffic Analysis

As one of the requirements of this technique involves the signalling of “snapshots” over the Iub interface, an analysis has been made regarding the impact on Iub traffic.

Simulations have shown that a sample size of 256 to 512 chips gives sufficient processing gain and system accuracy. The size of this “snapshot” is calculated as 1 kByte based upon 16 level sampling at 2x chip rate, 512 chips and I&Q data.

In practise, there will be an error in the alignment of the sample windows between the UE and Node B. This error is caused by synchronisation uncertainty at both the Node B and UE and the signal flight time to the UE. It is, therefore, necessary to increase the size of the Node B sample window to guarantee overlap. 
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Figure 3 - Traffic Estimates

The other key parameter is how frequently Node Bs supply “snapshots” to the SMLC. Assuming that it is acceptable for the UE to wait between 0.5s and 2s before capturing a “snapshot” in order to synchronise with the next Node B sample window, the total RNC Iub traffic throughput figures can be calculated. These figures are shown in Figure 3 for the gross traffic volume in an RNC with 500 Node Bs. 

In an implementation with a good time source, such as that from GPS, the major contribution to the synchronisation difference is the signal propagation time and the indicative traffic volume would be that corresponding to the 100(s figure. In the event that synchronisation is performed entirely through the communications network, the figures corresponding to 200(s or 300(s in Figure 3 would be more appropriate. .

Traffic from the UE across the Uu interface is a single “snapshot”, typically 512 Bytes to 1 kByte, per measurement response. Measurements are only made on instruction from the network and are generally billable events, so this is not anticipated to be a problem.

4.3 Laboratory Test Results

4.3.1 Test Setup

A laboratory demonstration of a simplified UMTS network has been set up in Cambridge. It demonstrates how the Virtual Cumulative Blanking techniques in CVB mitigate the hearability problem without the need to alter the network transmissions in any way. 

	Channel
	Relative power Level / dB
	Symbol rate / kss-1

	P-CPICH
	-10
	15

	P-SCH
	–10
	15

	S-SCH
	–10
	15

	P-CCPCH
	–10
	15

	PICH
	–15
	15

	DPCH0
	Note 1
	Note 2

	DPCH1
	Note 1
	Note 2

	DPCH2
	Note 1
	Note 2

	.
	Note 1
	Note 2

	.
	Note 1
	Note 2

	DPCH63
	Note 1
	Note 2

	DPCH64
	Note 1
	Note 2


Note 1:  DPCH power levels were chosen randomly from  –10dB to –25 dB

Note 2:  DPCH symbol rates were chosen randomly from 15 to 240 kss-1
Table 1 - Transmitter channel configuration

The simplified network, illustrated in Figure 4 below, consists of three simulated Node Bs which repeatedly transmit a single frame of a typical UMTS Node B signal. A single receiver is initially attached in turn to each of the Node Bs to pre-record the “snapshot” required for the CVB processing. The demonstration then relies on the repetitive nature of the transmitted signals to enable the use of pre-recorded “snapshots” for the Cumulative Virtual Blanking. Each Node B simulator is fitted with an omni-directional antenna. A customised receiver serves as a UE for the demonstration. It records a “snapshot” of the received signals and supplies this to the laptop that performs the SMLC processing.   

Table 1 indicates the composition of the simulated Node B signals, in terms of the physical channels used, together with their power levels and symbol rates. The acronyms appearing in the left-hand column, P-CPICH etc., are those that have been adopted by the industry to represent the channels. Random binary sequences are used to modulate the DPCHs.  The three transmitters use standard primary scrambling codes, in this case numbers 0, 16 and 32 respectively.

The transmitters in this demonstration are supplied with a common frequency reference. This is not a requirement in practice, but is needed for the purpose of demonstration to maintain the relative alignment of the pe-recorded “snapshots”. At present the three Node B simulators are situated together in the laboratory. However by adjusting their output levels, and activating the in-built multi-path simulators, we are able reconstruct the hearability problems that arise in practical situations.  
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Figure 4 - Components of the laboratory network

4.3.2 Comparative Results using OTDOA without IP-DL and CVB

A typical scenario is illustrated in Figure 4 and described below. The simulated network comprises three Node Bs situated on the vertices of a 1km equilateral triangle. The UE may be placed anywhere in the triangle to perform a simulation. Standard propagation models (Hata) are used to predict the likely path loss between each Node B and the UE in an urban environment. These predicted path losses are then used to set the relative output levels of the three Node B simulators. In this way the combined signal received by the simulated UE will be similar to the signal that would be received in practice. 

In the example illustrated in the figure, the UE is relatively close to Node B-2 and at greater distances from the other two Node Bs. Thus the signal from Node B-2 is the strongest (0 dB relative to itself) with the signal from Node B-3 weaker at –15 dB and that from Node B-1 weakest of all at (30(dB. 

Three different types of processing are performed in the SMLC. 

· First, the primary scrambling codes of the 3 Node Bs are correlated with the received signal “snapshot” and a search is made for peaks that exceed an appropriate detection threshold. This represents the processing that would be performed by a standard OTDOA handset without any network assistance or IP-DL. 

· The operation of a UE in a network that implements IP-DL is simulated by manually disabling the RF output of a particular Node B simulator before recording a “snapshot” on the UE. 

· The CVB processing is applied to a single “snapshot” using the pre-recorded “snapshots” of the signals from each of the Node B simulators.  

Figure 5 shows the results for this example. The upper plot shows the cross-correlation profiles resulting from standard OTDOA processing. Note that the relative delays or time offsets of the peaks are not of interest here; the correlation profiles have been shifted in time before plotting in order to highlight the relative hearability. 

The red curve representing the correlation profile for Node B-2 shows a clearly distinguishable peak. The cross-correlation profile for Node B-3 shows a peak at a lower level but nevertheless sufficiently large to be detected. The curve for Node B-1, however, does not show a clear peak as the signal from that Node B has been swamped by the relatively strong signal from Node B-2. The lack of detection of the signal from Node B-1 in this case would mean that it is not possible to compute an OTDOA position fix, since at least 3 independent timings are needed. As expected, disabling Node B-2 while taking a “snapshot” to simulate an idle period at that site enables the UE to hear Node B-1 sufficiently well to obtain a clear peak. (The curves for that case are not shown.)  

The lower plot in Figure 5 shows the correlation profiles for the three signals obtained using the CVB techniques. In this case it can be seen that a clear peak is obtained for each of the Node Bs.  Note that the processing involves normalisation of signal levels at intermediate stages of processing and therefore the height of the correlation peaks in this case are not indicative of received signal strength. (The decreasing quality or C/I of the signals for Node Bs 2, 3 and 1 respectively can be observed however from the relative height of the sidelobes in the cross-correlation profiles). 

It can be seen, therefore, that the cumulative virtual blanking in this case overcomes the hearability problem making it possible to obtain 3 independent timing measurements and therefore an OTDOA position fix. It is also clear that the CVB method gives an improved ratio between the correlation peak and the noise. 
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Figure 5 - Correlation Profiles
4.4 Network Simulation

4.4.1 Model Description

Detailed network simulations have also been developed to analyse the performance of CVB in a network. Figure 6 to Figure 8 show the results of one set of simulations. 

For this example, cells are distributed in a regular hexagonal pattern on a 2km grid. Each cell is modelled with 3 sectors, using a realistic 3G 120 degree antenna pattern. The signals transmitted by the Node Bs are configured as described in the previous section with a range of physical channels. The UE is placed randomly at different points in the network. 

Path loss models (Hata) are then used to predict the received levels from all sectors in the network at the chosen UE position. These predicted levels are then used to perform a hearability analysis for each sector in the network to identify all sectors that can be heard with sufficient quality for a timing measurement to be obtained. The hearability analysis is repeated for three cases:

· using basic OTDOA using the CPICH; 

· OTDOA using the CPICH with IP-DL implemented in the network; and 

· using CVB.       

4.4.2 Result using OTDOA without IP-DL

Figure 6 shows the results of the hearability analysis for basic OTDOA. The received signal level in dBm for each sector in the network at the chosen UE position (marked with a red dot) is labelled in the sector. 

The hearability analysis assumes that the CPICH represents 10 percent of the power transmitted by the Node B and that the UE uses an integration time equal to 4 CPICH symbols or 1024 chips. (Note that this is twice the integration period used for the CVB simulations.) The sectors that are hearable are shaded. In this case, the UE is on the notional boundary between two sectors of the central site, with received levels for those two sectors of –81.9 dBm and –82.5 dBm respectively. The received levels for all other sectors are significantly weaker and will not yield a timing measurement.   
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Figure 6 - Hearability for basic OTDOA

Result using OTDOA with IP-DL


Figure 7 illustrates the result for the same simulation asFigure 6, but this time with the hearability analysis conducted assuming IP-DL is implemented in the network. The analysis assumes the same parameters as for basic OTDOA. In addition it is assumed that all sites in the network are blanked in turn for a period equal to the UE integration time and that the UE accurately synchronises its measurement attempts with the blanking periods. 

In this case, the idle periods enable the UE to make timing measurement from 7 sectors at 5 separate sites, sufficient for a position computation. 
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Figure 7 - Hearability using IP-DL

Result using the CVB Method


The result of carrying out the same calculation using CVB are shown in Figure 8. The hearability analysis assumes a UE snapshot duration of 2 CPICH symbols and that snapshots from all the Node Bs are available for use by the SMLC if required. 

In this case 9 sectors at 6 separate sites can be detected, more than was the case for IP-DL. The reason for the improvement over OTDOA using IP-DL is that the IP-DL analysis assumes that only a single site (all sectors at that site) is blanked at a time. Naturally the best opportunity for hearing distant cells occurs when the dominant site is blanked, for the present example, site 1. However because only one site at a time is blanked if a second site is received at only moderately lower levels than the strongest site, when the strongest is blanked the next strongest site will still cause significant interference, preventing the UE from hearing the distant sites. In contrast, although CVB is unable to  remove completely all the interfering energy from a site, it does significantly attenuate signals from multiple sites cumulatively starting with the strongest, thereby increasing the likelihood of the UE being able to hear distant sites in such situations.
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Figure 8 - Result using CVB Method

Accuracy Estimates

Several indicators can be used to project the achievable accuracy using CVB. These include analytic considerations, laboratory type measurements and simulations. Ultimately of course, field trials will be required to prove the accuracy in practical UMTS networks. From an analytical viewpoint, the key factors affecting the accuracy of a time based location system are:

· the signal bandwidth; 

· the relative levels of signals, noise and interference; and 

· the number of distinct cell sites and their relative geometry. 

The UMTS signal bandwidth is approximately 5MHz, compared with 200kHz for GSM. Given that GSM E-OTD systems presently achieve accuracies in the range of 50m to 100m this suggests an accuracy in UMTS of the order of 2m to 4m. Timing measurements from clean GSM signals using the 64 bit Extended Training Sequence yield RMS accuracies of the order of 20m in laboratory testing of handsets and LMUs. Similar measurements using clean UMTS signals yield accuracies around 2m RMS. 

In practice, there will be both intra-cell Multiple Access Interference (MAI) as well as inter-cell MAI in UMTS arising from the sharing of the same radio spectrum between multiple terminals. The effect of this will be twofold. On the one hand it will prevent the detection of more distant cells due to the so-called near-far effect. On the other, the MAI will degrade the timing accuracy for those cells that can be detected. Conservatively accounting for these effects indicates an accuracy of the order of 10m to 20m.

Other practical aspects of radio propagation environments also affect the positioning accuracy. These include time dispersion resulting from multi-path. As an approximation, multi-path errors can be considered to be dependent on the signal bandwidth, greater bandwidths providing finer time resolution, enabling later-arriving reflections to be rejected. The absence of direct or so called Line-of-Sight (LOS) paths between base stations and mobiles in some locations also introduce biases into the timing measurements and can usually be addressed during position computation if there is sufficient redundancy in the timing measurements. These Non-LOS errors depend entirely on the relative locations of the base stations and the mobile together with the environment, i.e. the locations of buildings etc. 

Simulations of the above can be utilised to obtain predictions of the achievable accuracy of CVB. We have conducted detailed simulations incorporating typical network layouts, realistic traffic loadings and radio channel propagation effects. The results of these simulations indicate accuracies in the 10m to 20m range. 

4.5 Coverage

The primary advantages of OTDOA with CVB compared to IP-DL are the avoidance of the network capacity loss and the reduced implementation complexity. These advantages arise from the use of Cumulative Virtual Blanking in the DSP domain rather than physical blanking at the transmitter. Physical disabling of the transmitter completely suppresses the interfering signal, whereas Virtual Blanking attenuates the interfering signals rather than actually removing them entirely. Tests to date indicate an attenuation of up to 40 dB is achievable. This means that in a few cases where the UE is very close to a particular Node B, the relatively strong received signal from that site will dominate signals from distant cells to the extent that even 40dB of attenuation is insufficient to overcome the near-far problem. Network simulations indicate that this is only likely to occur in a small fraction of cases where the UE is very close to the Node B. In fact it is likely to happen mainly with micro cells where the UE can get sufficiently close to the transmitter. In such cases cell ID gives a satisfactory position fix.

5. Comparison with OTDOA using IP-DL 

5.1 Performance

CVB has a 10dB advantage in its ability to hear Node B transmissions

5.2 System capacity

IP-DL reduces system capacity.   For example, with a 10 symbol blanking period plus 1 guard symbol every 7 frames, there is a 1% capacity loss in the downlink.  There is an additional reduction on the downlink due to the need to signal the IP-DL parameters although this is considered insignificant compared with the loss due to idle periods.

CVB has no impact on system capacity except the uplink signalling of 512 bytes every time a position measurement is made (and billed).

5.3 Network planning and management

Knowledge of Node B coverage and propagation along with handset performance are required in order to optimise positioning accuracy and latency for IP-DL

CVB requires only the Node B sample update time to be set and is directly related to latency.

5.4 UE complexity

CVB requires the UE to store and signal a data sample as opposed to accurately determining the SFN-SFN time for each Node B.  Even though the UE is required to measure this to facilitate soft handover, such a high level of accuracy is not required. The specification requires the time difference to be reported with a 0.25 chip resolution (~20m), whereas good algorithms can do much better than this, especially when multipath resilience is also required.

5.5 Node B complexity

IP-DL requires careful design of the Node B radio to prevent excessive adjacent channel emissions during power ramping.

5.6 Future Proof

UEs which support CVB will be future proof as algorithmic enhancements can be achieved by SMLC software upgrades solely in the network. Such features could, for example, be multipath processing and very precise timing extraction. (Significantly better than 0.25 chips.)

6. Conclusions

OTDOA using Cumulative Virtual Blanking could provide a positioning accuracy of 10m to 20m. It inherently offers a 10dB hearability improvement over basic OTDOA with or without IP-DL, and simulations have shown that it yields coverage and accuracy comparable with, or better than, OTDOA with IP-DL.

OTDOA can be implemented in UMTS networks using the CVB technique without the need to implement IP-DL.

CVB is much less complex to implement than OTDOA using IP-DL, both in the handset and in the network.

CVB also offers a much better basis for “future proofing” investment in OTDOA solutions because it has a reduced dependence on the capability and functionality within the UE and Node B. Since the core signal extraction and positioning algorithms are implemented in software in the SMLC, improvements can be implemented without the need for changing the standards and waiting for new generation hardware to filter into the market place.

The implementation of CVB in UMTS will require some changes to the specifications. These are expected to be limited to measurement methods and message data formats. No changes to the OTDOA architecture or protocols are expected.  We welcome suggestions from 3GPP RAN2 and RAN3 regarding the best way these changes should be introduced.

Considering the potential for future proofing the UE, we recommend the UE requirements and RRC protocol changes are considered as a priority and considered for inclusion in Release 4.
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