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Introduction

Several points have to be discussed in order to close the discussions on CLPC on FACH. 

1. Why should we improve the performance of FACH by introducing Closed Loop Power Control? Can this provide any potential gains in comparison to DCH/DCH or DCH/DCH+DSCH sub-states?

2. Does CLPC and lower Eb/N0 provide any system capacity gain in downlink? 

3. What is the BER operating point for NRT data applications? This mechanism provides more gains at lower BER. Note that data applications require BER in the order of 10 –6 . However, RLC layer will provide some error recovery. For example, with N=3, FER of .1 can be improved to FER=.001. Note that RLC failure, will cause a packet loss which will cause a re-start in the TCP sessions which will be costly to end-to-end throughput performance. So, the dynamics of RLC, TPC, physical layer performance and the TPC should all be considered in assessing the gain. 

4. This mechanism is most beneficial at slow fading environment. Is it worthwhile to introduce this mechanism in light of this fact?

1. Why should we improve the performance of FACH by introducing Closed Loop Power Control? Can this provide any potential gains in comparison to DCH/DCH or DCH/DCH+DSCH sub-states?

Let’s take a look at the performance of DCH/DCH+DSCH or DCH/DCH with incorporation of Gating after T=1 s of inactivity. Let’s invoke the following assumptions: 

Reference: R1#13(00)0686

Number of packers in a packet call = 25

64 kbps packet data

480 bytes packet

average reading time between packet calls = 20 s

In new Tahoe TCP model, the packet call would look like the following:

Packet Transmission Time = 60 ms x 25 =1500 ms

Gating Timer = 1 s

Connection Release Timer = 5 s

Control Channel Rate = 16 kbps

GR = Gating Rate = 1/4

1 packet + 2 packets + 4 packets + 8 packets + 10 packets

RTT = 500 ms

TCP timer set at 150% of RTT = 750 ms

Inter-packet arrival time at the Base Node = 30 ms

Then the packet call would take: 

1.5 s (pkt transmission time ) + .75 (inter-pkt idle time) + .2 (Link set-up Time) + .5 (TCP RTT test) + 4 x .75 (RTT) + 1 (Gating Timer) + (5-1) x GR = 8 s

This means that 5 packet calls can co-exist on this code. The data requires 64 kbps modem and the control channel takes up (5-1) x 16 kbps = 64 kbps. There is a 100% excessive interference overhead in the downlink in this scenario. The required uplink capacity will be 5 x 16 kbps = 80 kbps [more than 100%] in this case. Note that the uplink will only have 1/6 of the downlink data in case of web browsing. Which means 80 kbps channels are used to transfer 2 kbytes x 5 = 10 kbytes of data in 8 seconds. This means an effective data rate of 10 kbps and waste of 70 kbps in the uplink direction: 

If we assume 4 64 kbps channels are operating in the (DCH/DCH+DSCH) mode to support 20 simultaneous sessions, then we have the following conditions: 

Required downlink capacity = 4 x 64 kbps = 256 kbps

Allocated downlink capacity = 256 kbps + 256 kbps = 512 kbps

Required uplink capacity = 256/6 = 42.66 kbps

Allocated uplink capacity = 5 x 16 kbps x 4 = 320 kbps

Resource requirements: 20 DCH modems in the uplink and 20 in the downlink

With the FACH operation, there is no excessive interference overhead, however, at higher data rates, there is a downlink ONLY capacity cost associated with Open Loop Power Control operation that should be removed. Let’s assume the delta dB requirement is 2 dB, then in order to support 20 simultaneous web browsing sessions, we require the following resources: 

Required downlink capacity = 1 FACH at 256 kbps 

Allocated downlink capacity = 256 x (2 dB loss = 1.58) = 404 kbps

16 kbps capacity using CPCH

Only one downlink modem card is required (FACH at 256 kbps)

With CLPC FACH: 

Required downlink capacity = 1 FACH at 256 kbps 

Allocated downlink capacity = 256 + 8 kbps = 264 kbps

Required Uplink capacity = 16 kbps CPCH overhead + 16 kbps CPCH for Data

Only one downlink modem card is required (FACH at 256 kbps)

Only one CPCH modem card in the Base Node is required

Table of comparison: 

Method
Allocated Downlink

Capacity
Allocated

Uplink

Cap
Required Base Node Resource


Application

DCH/DCH+DSCH


512 kbps
320 kbps
20 DCH/DCH

1 DSCH code
Web

12 kbytes down

2 kbytes up

CPCH/OLPC FACH
404 kbps
16 kbps
1 CPCH

1 FACH @ 256 or

4 FACH operating @ 64 kbps
Web

12 kbytes down

2 kbytes up

CPCH/CLPC FACH
264 kbps
32 kbps
2 CPCH @ 16 kbps

1 FACH@256 
Web

12 kbytes down

2 kbytes up

Although, each state should be optimized independently of others, it is instructional to see if the overall gin justifies the extra effort to optimize any of these methods. In this section, we showed that introduction of CLPC on FACH can introduce and overall system gain in the context of the potential web browsing application

2. Does CLPC and lower Eb/N0 provide any system capacity gain in downlink? 

It is instructional to revisit the downlink capacity again: 

Reference [1-2] 

Reference [1] provides the overall system picture and interference-limited downlink capacity analysis.

Reference [2] provides a detailed analytical method for downlink capacity estimation and show that less closed loop power control error leads to more capacity.

P ti = [ EbN0 x R v / W ] (i  x [r orth + f spill] 

f spill = I oc / I sc
I sc = P0 x L0 = Total power from the traffic channels x path loss 

I oc = sum [Pk x Lk] 

(i  = data transmission time of the ith mobile/ {Channel Holding Time}

P ti = fraction of the Base Node power allocated to mobile i  at the Base Node

Example 1: 

R = 256 kbps 

W = 3.84 Mcps

EbN0 = 4 dB =2.5

(i  = .1875 

r orth = .2  

f spill = .1

Assume P0 =100 W

P 1-clpc-fach= .0093 ( P Tavg = 930 mW

P 1-olpc-fach= .0145 ( P Tavg = 1450 mW

P 1-dch= .0186 ( P Tavg = 1860 mW

Example 2: 

R = 64 kbps 

W = 3.84 Mcps

EbN0 = 4 dB =2.5

(i  = .1875 

r orth = .2  

f spill = 1.1

Assume P0 =100 W

P 1-clpc-fach= .0093 ( P Tavg = 930 mW

P 1-olpc-fach= .0145 ( P Tavg = 1450 mW

P 1-dch= .0186 ( P Tavg = 1860 mW

3. What is the BER operating point for NRT data applications? This mechanism provides more gains at lower BER. Note that data applications require BER in the order of 10 –6 . However, RLC layer will provide some error recovery. For example, with N=3, FER of .1 can be improved to FER=.03. Note that RLC failure, will cause a packet loss that will cause a re-start in the TCP sessions which will be costly to end-to-end throughput performance. So, the dynamics of RLC, TPC, physical layer performance and the TPC should all be considered in assessing the gain. 

The relationship between FER and BER is as follows:

BER = {FER1/ N frames x Fbits } ½
For N=4, FER1 = 4 x (1- FER) x (FER)3
N frames = Number of radio Frames in the interleaved block

Fbits  = Number of bits in a 10 ms frame

Fb
N bits in 10 ms
N bits in 20 ms
Required BER after ARQ
FER1

N=4
FER
BER before ARQ

30 kbps
300

10 -4
.000003
.009
.007

60 kbps
600

10 –4
.000006
.018
.0055

60 kbps

1200
10 -4
.000012
.023
.0044

120 kbps
1200

10 -4
.000012
.023
.0044

120 kbps

2400
10 -4
.000024
.029
.0035

240 kbps

4800
10 -4
.000048
.0364
.0028

The main point here is that BER before ARQ could still be a low BER. The treatment here is not exact and is only for illustrative purposes. We can then assume a BER of .005 for our further discussions on results of the simulations. Note that assuming higher values for N will increase the end-to-end delay. However, in case of using common channels this will not cause necessarily cause any problems as long as the TCP timers are appropriately selected. 

4. This mechanism is most beneficial at slow fading environment. Is it worthwhile to introduce this mechanism in light of this fact?

High data rate applications will mostly occur at slow fading environment. Given the fact that these services are capacity demanding and could take up a significant percentage of the cell capacity, it is worthwhile to take the gain even though it is more pronounced in the slow fading case.
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