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1 Introduction
In RAN#102 [1], the following Rel-19 objective has been agreed to study the multi-modality for XR:
· Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
· Note: Check in RAN#105 (check also other WG involvement if needed).

In this Tdoc, we share our views and our inputs on how better synchronization can be studied and specified for XR application with Multiple QoS flows. 

2 Multi-Modal XR traffic

XR, a multi-modal service, allows for deeply immersive and engaging user experiences. Consider an XR flow utilizing a head-mounted display (HMD) for visuals, speakers for audio, haptic gloves for tactile feedback, and potentially even scent emitters for olfactory input.
Flows may terminate at distinct endpoints (e.g., audio/video processed by VR glasses, haptic feedback by gloves). Synchronization is crucial, requiring the network to ensure delivery with minimal delay variance across these flows.
Consequently, XR services comprise multiple data flows, termed multi-modal flows. These flows, while potentially originating from diverse sources, are intrinsically linked. Each represents a distinct data type (e.g., audio, video, positioning, haptic [2]), yet collectively form the XR experience.
Multi-modal service flows may derive from a single UE (via one or multiple connected devices accessing the 5GS) or multiple UEs. For optimal coordination, closely related flows within a single UE scenario should ideally be transmitted within a single PDU session [2].
This enables the definition of rules and QoS policies tailored to specific multi-modal applications, empowering the RAN to optimize synchronization among diverse XR flows.

5G NR defined the concept of PDU Set and the concept of Data Burst. 5G TR 23.700-60 [3] defines the PDU Set and the Data Burst as 
· PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926 [4]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.
· Data Burst: A set of multiple PDUs generated and sent by the application in a short period of time. NOTE :	A Data Burst can be composed by one or multiple PDU Sets.

The concept of PDU-Set has been introduced in 3GPP mainly to model the concept of video slice at the network level. Also, the concept of Data-burst has been introduced mainly to model the concept of video frame at the network level.
5G TR 23.700-60 [3] had also introduced QoE requirements for PDU-Sets like: 
· PSDB	PDU-Set Delay Budget
· PSER	PDU-Set Error Rate

The above concepts and new QoE requirements are very important and very relevant for a single modality traffic. However, for a multi-modal communication, new concepts and new QoE requirements are needed in addition for better user experience for the XR service.

According to the SA1 definition in TR 22.847, tactile and multi-modal communication services enable multiple modal interactions, combining ultra-low latency with extremely high availability, reliability and security. 
For a typical tactile and multi-modal communication service/application, there can be different modalities affecting the user experience, e.g.:
· Video/Audio media;
· Information perceived by sensors about the environment, e.g. brightness, temperature, humidity, etc.;
· Haptic data: can be feelings when touching a surface (e.g., pressure, texture, vibration, temperature), or kinaesthetic senses (e.g., gravity, pull forces, sense of position awareness).

An XR user requires synchronous arrival of different multi-modal flows, e.g., video, audio and haptic data for a pleasant user experience. Delay in one of the flows, e.g., audio flow, although could be tolerable by the user for that specific flow could be intolerable if not synchronized with the video or the haptic flows. The more asynchronous different modalities are, the less present and immersed users will feel.

For example, in real-time remote virtual reality, a user can use a variety of independent devices to collect and receive video, audio, environmental, and haptic data for a single VR application. For example, a user could wear VR glasses to receive images and sounds, a touch glove to receive touch feedback, a camera to collect video input, a microphone to collect audio input, and multiple wearable sensors to provide haptic and environmental information.

 SA1 has studied use cases about the immersive multi-modal VR application including video, audio and haptic for a single UE and for multiple UEs cases and defined new requirements captured in TR 22.847 [5];
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Figure 1: Multi-modal interactive system [3GPP TR 22.847 [5]]

As shown in Figure 1 above from 3GPP TS 22.261 [6], in a multimodal interactive system, multiple sources of input can be used to generate multimodal outputs. A modality is a type or representation of information in a specific interactive system. Multimodal interaction is the process of exchanging information between multiple modalities. Modal types include motion, sentiment, gesture, etc., while modal representations include video, audio, tactition, etc.



SA1 introduced the following concepts in TR 22.847 [5]:
· Multi-modal Data: Multi-modal Data is defined to describe the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.
· Synchronization threshold: A multi-modal synchronization threshold can be defined as the maximum tolerable temporal separation of the onset of two stimuli, one of which is presented to one sense and the other to another sense, such that the accompanying sensory objects are perceived as being synchronous.


SA1 captured the following table in TS 22.261 [6] for the typical synchronization thresholds for immersive multi-modal VR
Typical synchronization thresholds for immersive multi-modal VR applications
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.



Also, 3GPP TS 22.261[6] captured the following:
· Synchronization threshold: A synchronization threshold can be defined as the maximum tolerable temporal separation of the onset of two stimuli, one of which is presented to one sense and the other to another sense, such that the accompanying sensory objects are perceived as being synchronous.
· The audio-video synchronization requirements: To support VR environments the 5G system shall support audio-video synchronization thresholds:

·  in the range of [125ms-5ms] for audio delayed and

·  in the range of [45ms-5ms] for audio advanced.

As an example, consider a haptic packet, and the associated video frame which arrives 7ms later. The transmission of haptic packet is finished in 1ms and the associated video frame takes 10ms to be successfully received. It can be seen that the synchronization requirement is not met even though both haptic and video packets were transmitted within their required PDB. 
[image: ]
Figure 2: Example showing the synchronization requirement [7]

SA2 introduced a common ID for a multi-modal service that can be used to identify a group of QoS flows and map them to the same multi-modal service. 

3GPP Rel-18 RAN focused on enhancements for single modal communication during the XR study and work items both in RAN1 and RAN2. Currently, the multi-modal traffic flows have generally different QoS requirements and they are mapped to different QoS flows. These QoS flows belong to the same XR service and they are dependent and correlated. Therefore, coordinated transmission and time synchronization of these QoS flows is required to allow for better user experience.

Current user plane protocol does not support coordinated handling for multiple QoS flows. This means that there is no guarantee that different QoS flows will be synchronized in the cellular network, which can lead to poor user experience for the XR service. For example, if one QoS flow is delayed or is prioritized over another, the user may experience degraded performance for the second flow and for the experience in general. This could manifest as stuttering or delay in the XR experience.
To improve the user experience for the XR service, the user plane protocol should be updated to support coordinated handling of multiple QoS flows. This would ensure that all QoS flows are synchronized and the transmission latencies of the multiple QoS flows are jointly controlled, providing a consistent and reliable experience for the user.

3 Enhancement for multi-modal XR traffic

RAN can use the dependency information between the mutli-modal flows (Multi-modal identifier indication, type of dependency, synchronization error/delay, …) to further optimize the scheduling and for better discard and prioritization. For example, if Flow 1 and Flow 2 belong to the same multi-modal service, the network and the UE can discard some specific packets from Flow 1 if some specific packets from Flow 2 are discarded or lost.


Proposal 1: Study the optimization of discard and prioritization based on the dependency information between the mutli-modal flows.
As assistance information, the UE can indicate to the network the flows belonging to the same multi-modal XR service. For example, a multi-modal XR service ID can be signalled by the UE to the network for the UL multi-modal flows to indicate which traffic flows are correlated/dependent.
Proposal 2: Study the indication by the UE to the network of the UL flows belonging to the same multi-modal XR service.
Rel-18 introduced the concept of delay status reporting (DSR)which is used to provide the gNB with delay status of an LCG. This delay status for an LCG includes remaining time which is the smallest remaining value of the running PDCP discard timers among SDUs that are buffered for the LCG but have not been transmitted in any MAC PDU.
In the scenario where each QoS flow of the multi-modal traffic is mapped to a different LCG, the network can derive an estimation of the synchronization delay using the reported DSRs. 
The UE however should signal additional information to the network for the network to identify the mapping of different QoS flows to the different LCGs and to know the associated PDUs/PDU-Sets sequence numbers. i.e., the network should know the delays but also the data associated with these delays. 
To optimize handling of multi-modal XR traffic, the gNB must distinguish between DSRs intended for different flows, for example video and those for haptic data. Further, the gNB must recognize that specific video and haptic DSRs are correlated with corresponding flows within the same XR service. Crucially, the gNB requires awareness of the association between individual video frames and corresponding groups of haptic packets for fine-grained synchronization.

Proposal 3: Study the enhancement of Rel-18 DSR reporting for synchronization purposes.
A new concept of Multi-Modal Data Set (MMDS) can be introduced. An MMDS is composed of one or more PDUs and/or PDU-Set(s) carrying information payload from multiple multi-modal QoS flows that are associated with the same XR service. MMDS can be considered as the unit of data used to calculate the synchronization error/delay and it contains data from across multiple QoS flows of a multi-modal service. For example, MMDS can be composed of multiple PDU-Sets associated to video, multiple PDUs associated with audio and haptic data flows.
For example, it can be composed of a video frame and the associated audio, haptic packets required by the user at the same time instant.
Proposal 4: Study the concept of Multi-modal data set which can be defined as a unit of information across multiple multi-modal QoS flows that are associated with the same XR service and can be used to calculate the synchronization error.

MMDS can also be used for better scheduling, prioritization and discard, e.g., if one or multiple packets of the MMDS are dropped or lost the entire MMDS is discarded. 
The network should ensure that all PDUs or/and PDU-Sets belonging to the same MMDS are delivered with similar delay to reduce the synchronization error. 
The synchronization error can be defined using the MMDS concept. It can be defined as the maximum arrival temporal delay between packets belonging to the same MMDS where the delay should be between packets belonging to the same MMDS but belonging to different modality flows.

To improve the synchronization, if synchronization delay is above a synchronisation defined threshold, the priority of late PDU(s) or PDU-Set(s) could be increased.
A discarding threshold can also be specified, and if synchronization delay exceeds some synchronization budget, then the entire MMDS can be dropped.

Proposal 5: If synchronization delay is above a synchronisation threshold, the priority of late PDU(s) or PDU-Set(s) is increased

3		Conclusions
In conclusion, we have the following proposals: 

Proposal 1: Study the optimization of discard and prioritization based on the dependency information between the mutli-modal flows.
Proposal 2: Study the indication by the UE to the network of the UL flows belonging to the same multi-modal XR service.
Proposal 3: Study the enhancement of Rel-18 DSR reporting for synchronization purposes.
Proposal 4: Study the concept of Multi-modal data set which can be defined as a unit of information across multiple multi-modal QoS flows that are associated with the same XR service and can be used to calculate the synchronization error.
Proposal 5: If synchronization delay is above a synchronisation threshold, the priority of late PDU(s) or PDU-Set(s) is increased
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