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Introduction
[bookmark: _Ref129681832]In the WID [1], the following items are listed as RAN2 or RAN2-led research areas for the NR_AIML_Air project.
For the WI,
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

For the SI,
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

In this contribution, our discussion will focus on the mechanisms and principles identified for data collection for UE-side model training.
Background
In the TR [2], Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to another entity acting as termination point for this data. As indicated by the TR, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting.

Table 7.3.1.2-1. Existing data collection methods identified.
	Involved network entity (termination point)
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(Data can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
2) Air interface signalling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(Data can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signalling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reporting 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signalling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signalling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signalling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
2) Air interface signalling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive network request message (~20ms)
2) Air interface signalling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- Network-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
**** Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.

In addition, the following proposals were discussed in RAN2 for data collection for UE-side model training: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server.
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

Note, RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations in R18.
[bookmark: _Hlk99709641]Discussion
In R18, RAN2 studied the following proposals for data collection for UE-side model training but did not agree to any of the proposals. 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server.
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent) 
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

The main discussion point in RAN2 (in R18) was whether carriers should have control of collected data. For example, some companies wanted collected data to terminate at carriers before been transmitted to anywhere else, such as an OTT server. To satisfy this requirement, they required that when UE collects and transfers training data to OTT servers directly, the procedure should not be 3GPP-transparent (i.e., Proposal 1b). However, this requirement conflicts with the definition of OTT; the concept of Over-the-top means it is 3GPP transparent. If we want something non-3GPP transparent, we should not put it under the category of OTT approach.
Proposal 1: Clarify how to transfer training data to OTT server in a non-3GPP transparent way.

For Proposal 2 & 3 above, either the Core Network or the OAM acts as the storage/depository for UE-side data (at least temporarily). However, once the data arrives at Core Network or OAM, where its next stop would be is out-of-scope of RAN so RAN cannot regulate that. The Core Network or OAM can decide the final destinations for the collected data.
Proposal 2: Revise Proposal 2 and Proposal 3 for data collection for UE-side model training as below.
2. UE collects training data and transfers it to Core Network, as either final destination or temporary storage (before further transfer). 
3. UE collects training data and transfers it to OAM, as either final destination or temporary storage (before further transfer). 
Conclusions
In this contribution, we continued to present our observations and views on data collection for UE-side model training. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: Clarify how to transfer training data to OTT server in a non-3GPP transparent way.
Proposal 2: Revise Proposal 2 and Proposal 3 for data collection for UE-side model training as below.
2. UE collects training data and transfers it to Core Network, as either final destination or temporary storage (before further transfer).
3. UE collects training data and transfers it to OAM, as either final destination or temporary storage (before further transfer).
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