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Introduction
In the WID [1], the following items are listed as RAN2 or RAN2-led research areas for the NR_AIML_Air project.
For the WI,
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

For the SI,
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

[bookmark: _Ref129681832]In this contribution, we will discuss the following two LCM topics for NW-side models, for the approved BM and Positioning use cases only.
· Signaling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback.
· Necessary signaling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data).

As this will be the first meeting for the topic, we intend to analyze signaling and protocol needs for different situations at high level for companies to reach consensus of design goals, before we dive into the details of protocol design.
[bookmark: _Hlk99709641]LCM for functionality and model selection, activation, deactivation, switching, and fallback

Background
In the TR [2], the scope of LCM operations includes the following.
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)

In the TR [2], the case where the LCM decision is taken and initiated by the network is depicted in Figure 7.2.1.1-1, which is quoted below.
· Decision by the network
· Network-initiated


Figure 7.2.1.1-1(in [2]): Network decision, network-initiated AI/ML management
Note: The Management Instruction may be a result of model/functionality performance monitoring at the network.
Note: The Management Instruction may include information about the model or functionality.
Note that in Figure 7.2.1.1-1 of [2], the Management Instruction from NW to UE is not applicable for NW-side model, because model inference (and therefore LCM operations) is done at the network side.
The case where the LCM decision is taken by the network while the request is initiated by the UE is depicted in Figure 7.2.1.1-2 in [2], which is quoted below.
· Decision by the network
· UE-initiated and requested to the network

  
Figure 7.2.1.1-2 (in [2]): Network decision, UE-initiated AI/ML management
Note: The Management Request may be a result of model/functionality monitoring at the UE.
Note: In response to the Management Request, the network may send a Management Instruction to the UE.
Note: The Management Request may include information about the model or functionality.
Note: The network may accept or reject the Management Request from the UE.
Note: The Management Request may include information related to model/functionality performance metrics.
Note: The Management Instruction may include information about the model or functionality.
Note that in Figure 7.2.1.1-2 of [2], the Management Instruction from NW to UE is also not applicable for NW-side model, because model inference (and therefore all LCM operations) is done at the network side.

Therefore, for NW-side model, there are two possible ways of implementations.
· Decision by the network
· Network initiated
· UE-initiated and requested to the network
· Decision by the UE
· Event-triggered as configured by the network, 
· UE’s decision reported to the network, or 
· UE-autonomous either with UE’s decision reported to the network or without it.

Note that not all these solutions are feasible for NW-side models. We analyze NW-side model operations for each type/sub-type in the following table. Since the necessity of model identification and its corresponding model-ID-based LCM has not been determined (currently under discussion in RAN1), we only discuss functionality-based LCM in this contribution.

Table 1. LCM types and sub-types for network-side model operations
	LCM Type
	LCM Sub-type
	NW-side Model Operation

	Decision by the NW
	Network initiated
	In this case the operation is initiated by the NW and decided by the NW for NW-side model (everything is done at the NW side). The UE may only involve in measurement and reporting (e.g., measuring performance data and sending it to the NW). 
The following summarizes possible message exchanges for this sub-type.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/performance results/triggering events to NW.

	
	UE-initiated and requested to the network
	In this case the operation is initiated by the UE, and the request of operation is sent to the NW, for NW-side model. The UE is not actively involved except that the UE may need to receive measurement configurations from the NW and send the measurement results back to the NW.
The following are the potential message exchanges for this sub-type.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/triggered events to NW.
3) NW makes decision and execute the operation.


	Decision by the UE
	Event-triggered as configured by the network
	This LCM type/sub-type does not apply to NW-side functionality; it is for UE-side functionality only. It makes no sense to allow UE to dictate NW-side operations for a NW-side model. 


	
	UE’s decision reported to the network
	

	
	UE-autonomous either with UE’s decision reported to the network or without it
	



As we can see from the table, for NW-side functionality, LCM decisions made by the UE isn’t a valid option. Therefore, the LCM type of Decision by the UE is not discussed here in this contribution.

Need for signaling/message
From the two figures and Table 1 above, we can see the following signaling needs for NW-side models.
From NW to UE: 
· NW sends LCM-related configuration to the UE (e.g., measurement, reporting, or triggering events)
From UE to NW: 
· UE sends measurement reports/performance results/triggering events to NW.

We hence have the following proposal. Note that there may be some optional signaling exchanges, for example, in the case UE-initiated the operations, NW may want to feedback to UE the result of the operation. To minimize the spec impacts, we only list essential message/signaling needs in this TDoc.
Proposal 1: Design the following messages for NW-side LCM operations.
· From NW to UE: 
· NW sends LCM-related configuration to the UE (e.g., measurement, reporting)
· From UE to NW: 
· UE reports measurement/performance results to NW.

Operation Procedures
We can also see that for NW-side model, when the LCM decision is made by the NW, the only LCM sub-types that need signaling/protocol support are the cases where 
1) the LCM decision in made at the NW and the operation is done also by the NW.
2) the LCM operation is initiated by the UE and the request is sent to the NW. 
For these two cases, we have the following proposals for operating procedures.
Proposal 2: When the decision is made by the NW and the operation is also done at the NW, for NW-side model, the functionality-based LCM involves following procedures.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/performance results/triggering events to NW.
Proposal 3: When the operation is initiated by the UE, and the decision is made by the NW, for NW-side model, the functionality-based LCM involves following procedures.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/triggered events to NW.
3) NW makes decision and execute the operation.

Applicable Operations for NW-side Model
Because at functionality level we do not need to directly control/select the model(s) to be used, for each functionality, there are only two solutions: the non-AI/ML based, i.e., the existing solution, and the AI/ML-based solution. 
With this in mind, we look at the types of operations that are applicable for NW-side models for functionality-based LCM. Because we assume R19 only supports functionality-based LCM (for now, pending RAN1 decision on the necessity of model identification), the scope of the LCM operations will be limited to only the following.
· Selection: only between existing and AI/ML-based solution
· Activation: only to activate the AI/ML-based solution
· Deactivation: only to deactivate the AI/ML-based solution
· Switching: only between existing and AI/ML-based solution
· Fallback: only to the existing solution
If we further examine these operations, we can see some operations overlap in their functionalities. For example, the operation of Selection (selecting a solution to work) can also be done by Activation of the other solution. The operation of switching can be replaced by deactivating one solution and activating another solution. The operation of deactivation means it must fall back to the traditional approach. After removing these duplicate operations, we think for functionality-based LCM, we only need to support two LCM operations, activation and fallback.
Proposal 4: For functionality-based LCM, the supported operations can be limited to activation and fallback.

Referring to a functionality for mutual understanding
One issue emerges when we went through the discussion above, that is, when the two sides communicate with each other on certain functionality, the mechanism for referring to a functionality has not been defined. For example, when the request of operation is initiated at the UE and the LCM decision is made at the NW, how does the UE refer to the functionality so that the NW knows which functionality the UE is requesting? 
Note that for the current system, there is no such issue; for each functionality (e.g., beam prediction), there is only one default implementation/solution. Hence the functionality is activated by default. 
The AI/ML solution is an add-on to the existing solution for a certain functionality, it therefore creates an issue, because now the system needs to differentiate different solutions for a certain functionality, either the existing one, or the AI/ML-based one. To achieve this, we need to either enhance the existing signaling or introduce new signaling on top of what we have today.
Two methods have been discussed as potential solutions for this issue.
· The first one was to give each functionality an ID (i.e., Functionality ID) to differentiate it from other functionalities. This method has been brought up by multiple companies during the discussions in the past. However, this will make functionality-based LCM lose its advantages over model-ID based LCM, as assigning and managing functionality IDs are not simple tasks.
· The second one was to use the index/ID assigned to each UE Feature or FG. However, this is not a good way either, because there may not be a good mapping between NW-side functionalities and UE Feature/FGs. For example, there may be a functionality on the NW side that is without corresponding UE Feature (network-side functionality is usually more complicated). Also, from the aspect of system design, it is not wise to make NW’s functionality a dependent of UE Features.
Based on the discussion above, we think for NW-side model, we can enhance the RRC/BCSI signaling to communicate the AI/ML-based functionalities the NW supports to the UE.
Proposal 5: For functionality-based LCM, the existing signaling/procedure (e.g., RRC signaling) can be enhanced to communicate the AI/ML-based functionalities the NW supports to the UE, for NW-side models.
LCM for model training, inference, performance monitoring, and data collection
In this section, the necessity for high-level signaling/mechanism will be discussed for model training, inference, performance monitoring, and data collection.
LCM for model training
For model training, because this is for NW-side model only (the support of two-sided models has not been decided, i.e., the support of CSI compression sub use case), the training does not involve collaboration between the two entities (i.e., the NW and the UE). Therefore, we don’t think any signaling/mechanism is needed to support model training for the NW-side model. Note data collection for model training will be discussed in its own agenda item.
Proposal 6: No LCM signaling/mechanism is needed to support model training for the NW-side model.

LCM for model inference
For NW-side models, model inference is done at the NW-side. In this case, UE’s involvement includes the following two aspects.
1) The UE side may generate and supply input data/measurement for model inference, upon the configuration from the NW side. 
2) The UE side obtains inference output data for performance monitoring or other purposes.
In both aspects (input and output), data transmission is use case dependent so the details should be handled by use cases. 
Beam Management
Based on the TR [2], for the use case of Beam Management, standard impacts on the physical aspect include the following (Section 7.1.3).
· Enhanced or new configurations/UE reporting/UE measurement, e.g., enhanced or new beam measurement and/or beam reporting
· Enhanced or new signalling for measurement configuration/triggering
· Signalling of assistance information (if applicable)
Regarding UE measurement/reporting, for BM-Case1 and BM-Case2 with a NW-side AI/ML model, one specific requirement is that the current L1 beam reporting needs to be enhanced for AI/ML model inference to allow “UE to report the measurement results of more than 4 beams in one reporting instance”. 
Regarding assistance information, although in R18 the group was not able to reach consensus, the following explicit assistance information from UE to NW for NW-side model has been discussed.
· UE location
· UE moving direction
· UE Rx beam shape/direction
Positioning Accuracy
For positioning use cases, the NW side entities could be either gNB or LMF. Therefore, UE may generate necessary input data while the termination point for the input data depends on where the inference process is performed, either within the gNB or the LMF.
Other than this, the potential standard impacts of the Positioning use case are similar to the Beam Management use case. 
Alignment of Additional Conditions
Regarding alignment of additional conditions between model training and model inference, because it is not practical to allow models trained at the UE-side to perform inference at the NW, we don’t think there is a need to support signaling/mechanisms for additional condition alignment.
Based on the above discussion, we have the following proposal.
Proposal 7: For model inference at the NW side, support the following signalling/mechanisms.
· NW to configure UE to supply input data for model inference.
· UE to send measurement results/reports to NW for model inference, which could optionally include assistance information.
· NW to send output of model inference to UE (optional)
The details should be discussed use case-by-use case.

LCM for performance monitoring
Based on the TR [2], there are multiple performance monitoring solutions, as quoted below.
The following metrics/methods for AI/ML model monitoring in lifecycle management per use case are considered:
-	Monitoring based on inference accuracy, including metrics related to intermediate KPIs
-	Monitoring based on system performance, including metrics related to system performance KPIs
-	Other monitoring solutions, at least the following 2 options.
-	Monitoring based on data distribution
-	Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
-	Output-based: e.g., drift detection of output data
-	Monitoring based on applicable condition
Note:	Monitoring metric calculation may be done at NW or UE
Therefore, the first thing the two sides need to communicate about is the method the NW adopted for performance monitoring; it could be based on either inference accuracy, or system performance, or other monitoring solutions listed above. 
After the adopted method for performance monitoring has been aligned, the next thing to be aligned/configured are the KPIs each method uses to gauge the performance of either the model or the system, which are use case dependent. To do this, the NW sends configuration to the UE and UE sends corresponding measurement reports back to the NW. The benchmark/reference for the performance comparison may also need to be communicated between the two sides. 
Take beam management as an example, performance metric(s) for BM-Case 1 and BM-Case 2 have the following alternatives:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
For beam management, benchmark/reference for the performance comparison include: 
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
The use case of Positioning Accuracy Enhancement has the similar requirements for signalling/mechanisms.
NW may also configure/request UE for assistance information, if supported (Section 7.1.3 of [2].
Note that according to the TR, performance of inactive functionalities may also be monitored, even though the TR does not provide a mechanism of doing it but only some examples, as quoted below.
Methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable):
-	Assessment/Monitoring based on the additional conditions associated with the model/functionality
-	Assessment/Monitoring based on input/output data distribution
-	Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
-	Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs) 
For NW-side models, even if performance monitoring of inactive models is supported, it will be running within the NW, so UE does not need to involve, except providing NW the measurement/reference/benchmark reports for performance monitoring and comparison, which is the same signalling/mechanism used for active model (does not have different requirements for signalling or mechanism).

In summary, for NW-side models, the following signalling/mechanisms are needed.
Proposal 8: For performance monitoring at the NW side, support the following signalling/mechanisms.
· NW communicates with UE about adopted monitoring approaches.
· NW configures UE for performance KPI measurement and reporting, including benchmark/reference for the performance comparison.
· UE sends measurement/reference/benchmark reports to the NW for performance monitoring and comparison. 
· NW configures/requests UE for assistance information, if supported.
· UE measures/reports to NW the assistance information, if supported.

LCM for data collection
Data Collection is a function that provides input data to the Model Training, Management, and Inference functions. According to the TR, data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
For data collection, the following aspects need to be considered (Section 4.2.5 in [2]). 
· Measurement configuration and reporting
· Contents, type and format of data
· Signalling of assistance information for categorizing the data
· Signalling for data collection procedure
Note, in this contribution, we focus only on the signalling and protocol aspects. The mechanism of data collection will be covered in our contributions submitted to agenda item 8.1.3 [3] and 8.1.4 [4].
For the BM use cases, the spec impacts include the following for NW-side models [2].
· Mechanism related to the reporting.
· Additional information for content of the reporting.
· Reporting overhead reduction approaches (e.g., omission/selection/compression of collected data).
· Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals.
For Positioning use cases, the TR identified the following information with potential spec impacts [2].
· Ground-truth label
· Measurement (corresponding to model input)
· Quality indicator
· RS configuration(s)
· Time stamp
· Details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Assistance signalling indicating reference signal configuration(s) to derive label and/or other training data
· Request/report of training data: Ground-truth label; Measurement corresponding to model input; Associated information of ground-truth label and/or measurement corresponding to model input
· Assistance signalling and procedure to facilitate generating training data: Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier; Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
Although these two use cases have different requirements/needs for signalling and protocols, they can be summarized in the categories below, for NW-side models.
· NW sends measurement configurations to UE, including data related to both ground-truth and model input. 
· May also include other configurations such as supported overhead reduction approaches.
· UE sends collected data to NW based on NW configuration.
· May also include other information such as selected overhead reduction approaches.
· NW sends request for assistance information/additional conditions to UE.
· UE sends applicable assistance information/additional conditions to NW.
Based on the discussion above, we have the following proposal for data collection for NW-side models.
Proposal 9: For data collection for NW-side models, support the following signalling/mechanisms.
· NW sends measurement configurations to UE, including data related to both ground-truth and model input. 
· May also include other configurations such as supported overhead reduction approaches.
· UE sends collected data to NW based on NW configuration.
· May also include other information such as selected overhead reduction approaches.
· NW sends request for assistance information/additional conditions to UE.
· UE sends applicable assistance information/additional conditions to NW.
Conclusions
In this contribution, we discussed our views on LCM for NW-side models. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: Design the following messages for NW-side LCM operations.
· From NW to UE: 
· NW sends LCM-related configuration to the UE (e.g., measurement, reporting)
· From UE to NW: 
· UE reports measurement/performance results to NW.
Proposal 2: When the decision is made by the NW and the operation is also done at the NW, for NW-side model, the functionality-based LCM involves following procedures.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/performance results/triggering events to NW.
Proposal 3: When the operation is initiated by the UE, and the decision is made by the NW, for NW-side model, the functionality-based LCM involves following procedures.
1) NW sends measurement/reporting/event-trigger configurations to the UE.
2) UE sends measurement reports/triggered events to NW.
3) NW makes decision and execute the operation.

Proposal 4: For functionality-based LCM, the supported operations can be limited to activation and fallback.
Proposal 5: For functionality-based LCM, the existing signaling/procedure (e.g., RRC signaling) can be enhanced to communicate the AI/ML-based functionalities the NW supports to the UE, for NW-side models.
Proposal 6: No LCM signaling/mechanism is needed to support model training for the NW-side model.
Proposal 7: For model inference at the NW side, support the following signalling/mechanisms.
· NW to configure UE to supply input data for model inference.
· UE to send measurement results/reports to NW for model inference, which could optionally include assistance information.
· NW to send output of model inference to UE (optional)
The details should be discussed use case-by-use case.
Proposal 8: For performance monitoring at the NW side, support the following signalling/mechanisms.
· NW communicates with UE about adopted monitoring approaches.
· NW configures UE for performance KPI measurement and reporting, including benchmark/reference for the performance comparison.
· UE sends measurement/reference/benchmark reports to the NW for performance monitoring and comparison. 
· NW configures/requests UE for assistance information, if supported.
· UE measures/reports to NW the assistance information, if supported.
Proposal 9: For data collection for NW-side models, support the following signalling/mechanisms.
· NW sends measurement configurations to UE, including data related to both ground-truth and model input. 
· May also include other configurations such as supported overhead reduction approaches.
· UE sends collected data to NW based on NW configuration.
· May also include other information such as selected overhead reduction approaches.
· NW sends request for assistance information/additional conditions to UE.
· UE sends applicable assistance information/additional conditions to NW.
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