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Introduction
The WID of Rel-19 AI FS_NR_AIML_Air that is related to RAN2 work is specified as follows:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 



This contribution provides our view on LCM for UE side model, focusing on general aspect, and general procedure, beam management use case and positioning priority 1 subcases. 
Discussion
General Aspect 
In our understanding, before starting the discussion of the LCM for UE-side model, some necessary understanding need to achieve the consensus in RAN2 to facilitate the further function discussion.
The first issue is what is the AI/ML functionality, according to the TR 38.843, there is a general description of functionality based LCM:
	In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.


And in the description, RAN1 conclude the AI/ML models of an functionality may be not identified for functionality based LCM, from RAN2 perspective, make the AI/ML models transparent to NW will make the implementation of the functionality based LCM framework much more easier, besides, the model identification is still under the study in RAN1, in this sense, RAN2 confirms that, from RAN2 perspective, the AI/ML models belonging to a AI/ML functionality is transparent to the NW. 
[bookmark: _Toc163208520]In Rel-19, RAN2 confirms there is no need for NW to identify the AI/ML models for functionality based LCM.
[bookmark: OLE_LINK3]In our understanding, to arrange a number of AI/ML models to an AI//ML functionality, those AI/ML models shall have at least one common characteristics which can represent one or more characteristics of the AI/ML functionality, for example, one characteristic can be an AI/ML based FG (e.g. AI/ML based beam management, AI/ML based CSI..etc), another characteristic can be an AI/ML based feature (e.g. AI/ML based spatial beam management, AI/ML based temporal beam management, etc), another characteristic can be one condition/condition group (e.g. the beam pattern of the set B for AI/ML based spatial BM,the beam pattern of the set A for AI/ML based spatial BM, etc).
[bookmark: _Toc163208139][bookmark: OLE_LINK4][bookmark: OLE_LINK5] The AI/ML models belonging to an AI/ML functionality shall have at least one common functionality characteristic, e.g. a functionality characteristic can be an AI/ML based feature/FG the AI/ML functionality is applied for, or a condition/condition group based on which the AI/ML functionality can be configured .
According to the observation 1, different common characteristics represent different levels of granularity of AI/ML functionality  : 
·  Option 1: The granularity of AI/ML functionality is per AI/ML based feature group
[bookmark: OLE_LINK6]In this option, there are 2 AI/ML functionalities for UE -side model in R19-WI, one is AI/ML functionality for beam management,the other one is AI/ML functionality for positioning. 
·  Option 2: The granularity of AI/ML functionality is per AI/ML based feature
In this option, there are 4 AI/ML functionalities for UE-side model in R19-WI, those are, one AI/ML functionality for spatial beam management, one AI/ML functionality for temporal beam management, one AI/ML functionality for UE based positioning, and one AI/ML functionality for UE assisted/LMF based positioning.
·  Option 3:The granularity of AI/ML functionality is per condition/condition group for each AI/ML based feature.
In this option, there may be more than 4 AI/ML functionalities for UE side model in r19-WI since there may be more than one AI/ML functionality for an AI/ML based feature.

According to the current TR:
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
With the highlighted wording above, we have the following observation:
[bookmark: _Toc163208140]NW configure the configurations for an AI/ML functionality based on the conditions of the AI/ML functionality indicated by UE capability.
In our understanding with observation 2 and observation 1 in combination, the different granularity may cause different implementation complexity for NW to configure one AI/ML functionality, for instance:
[bookmark: OLE_LINK2]Assuming the granularity AI/ML functionality is per feature/FG (Option 1 and option 2): if NW wants to configure an AI/ML functionality to UE, NW should configure the configurations based on the all conditions of the AI/ML functionality those are reported by UE capability, considering the different AI models of such AI/ML functionality may need different configuration sets , NW shall configure all those configuration sets for the AI/ML functionality, but most of the sets may be never used by UE if UE does not choose the corresponding AI model to be activated for the AI/ML functionality which may lead to the potential RRC resource waste and unnecessary RRC signaling overhead. 
Assuming the granularity AI/ML functionality is per condition/condition group for a AI/ML based feature: If NW want to configure an AI/ML functionality to UE, intuitively, NW only needs configured one set of configuration for the AI/ML functionality according to the common condition/condition group reported in the UE capability, even though there may be several AI/ML functionalities are reporting in UE capability for the AI/ML based feature, but NW still can actively choose to configure one or more than one functionalities to UE but not all of them. So the option 3 is more flexible than both option 1 and option 2.

In this sense, for avoiding the NW to configure the unnecessary RRC configuration for the AI/ML models of which the conditions/condition group does not adapt to the current environment,  we propose that:
[bookmark: _Toc163208521]RAN2 assumes the granularity of an AI/ML functionality is per condition/condition group for each AI/ML based feature. It implies, from RRC configuration perspective, there may be more than one AI/ML functionalities corresponding to one AI/ML based feature can be configured to UE.


General Framework for UE side model
According to the current TR 38.843, if all possible solutions and requirements defined in TR 38.843 are taken into account, the following general framework for UE side model can be obtained to facilitate RAN2 discussion:
[image: ]
Fig.1 The Flaw chart to illustrate the general procedure for functionality based LCM of UE side model
1. The UE capability is reported to NW, NW identify AI/ML functionalities those are supported by UE.

2. The applicable functionalities are reported to NW to indicate the current available functionalities those can be activated.

3. NW configures the RRC/LPP configuration to the UE according to the applicable functionalities reported by UE.

4. NW send the control signaling to the UE to activate one or more AI/ML functionalities.

5. The inference from the activated funtionalities is reported to NW for beam management

6. The performance metrics is reported to the NW for functionality management.

7. The AI/ML functionality is deactivated by NW with an AI/ML functionality control signaling.

[bookmark: _Toc163208141][bookmark: _Toc163208522]The flaw diagram provided in Annex aspect can be used as baseline for RAN2 to discuss the LCM of UE side model.
Beam Management
UE capability for AI/ML functionality
According to the TR 38.843, it is recommended that the UE capability would be used for the functionality identification:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
-	For AI/ML model identification 
-	Models are identified by model ID at the Network. UE indicates supported AI/ML models.


As we all know the UE capability reporting is the only method for NW to be aware of what is supported by the UE, for NW to be identify the AI/ML functionalities those are supported by UE, the legacy UE capability can be applied as well.  
[bookmark: _Toc163208523]RAN 2 confirms the legacy UE capability procedure is used for functionality identification.
However, not as similar as the legacy features those are reported in UE capability, the legacy features supported by UE are fixed once the UE device get down from the conveyor belt, it is still not clear whether the AI/ML functionality/model supported by the UE are fixed like the legacy feature or varied during the whole lifetime of the UE device. This shall be confirmed by UE/Chipset vendor.
[bookmark: _Toc163208524]To facilitate RAN2 discussion for the functionality identification with UE capability, UE/Chipset vendors are kindly asked to answer the following question:
[bookmark: _Toc163208525]Whether the AI/ML functionalities/models supported by a UE would be fixed/varied during the whole lifetime of the UE device？
[bookmark: _Toc163208526]If it is varied during the whole lifetime of a UE device, how often the variation of supported AI/ML functionalities/models would happen? (e.g. hour level, day level, week level, month level, or year level？）
[bookmark: OLE_LINK7]The answer to the proposal 4 is quite important, especially the first question, from NW perspective, in the real deployment, the UE capability of a UE will never be inquired by NW for a long period (e.g. from month to year) once the CN/gNB stores the UE capability. That means, if the AI/ML functionalities supported by a UE device is often varied in one day even in one month, the current UE capability framework is no longer suitable since the NW cannot obtain the up-to-date information about the supported AI/ML functionalities timely, as a result, the configured AI/ML functionality based on the old UE capability information is useless and, even worse, cause the deterioration of the layer 1 performance.
[bookmark: _Toc163208142]UE capability for a UE will never be inquired again by NW for a long time period since it has been stored at CN/gNB, and hence the legacy UE capability is no longer suitable if the AI/ML functionalities supported by a UE device is often varied because the NW cannot obtain the up-to-date information about the supported AI/ML functionalities timely.  
To resolve the issue observed by above observation, there are two solution can go:
·  Solution 1: Enhance the legacy UE capability framework to make UE capability reporting more dynamic.
·  Solution 2: using a complementary signal exchange to dynamically notify the NW the variation of AI/ML functionalities supported by UE, for example, to use the applicable functionality reporting.
In solution 1,one direct way is to make UE capability reporting be triggered by UE, or introduce a dynamic UE capability reporting mechanism. 
In solution 2, introduce a dynamic signaling for notifying the variation of the supported AI/ML functionalities.
Compare between two solutions, the first solution will cause the frequent UE capability reporting than usual which seems unnecessary, it is because almost all of the features except for AI based feature will not be changed during the whole lifetime of the UE device, it is resource-consuming if UE capability is reported just due to the variation of supported AI/ML functionality. Besides, this is the last release for the NR, there is no need to make a basic framework enhancement at the current stage. So we prefer going for solution 2, that is, to confirm the applicable functionality reporting to indicate the NW about the variation of the AI/ML functionalities supported by UE device.
[bookmark: _Toc163208527][bookmark: OLE_LINK9]If the AI/ML functionalities supported by a UE device is varied with a much higher frequency than UE capability inquiry, RAN2 confirms a dynamic reporting (e.g. Applicable functionality Reporting) shall be used to inform NW of the variation.

Applicable Functionality Reporting
If proposal 5 is confirmed by RAN2, the applicable functionality reporting is discussed in this subclause:
In the TR, the applicable functionality reporting is categorized into reactive reporting or proactive reporting as shown in below:
	TR 38.843-200
Two UE reporting types are identified to convey this additional information:
· [bookmark: OLE_LINK8]“reactive” reporting, and
· “proactive” reporting.
A reactive reporting would involve the UE to provide information to the network upon receiving an action from it.
[bookmark: OLE_LINK1]While a proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it. For example, the UE might proactively inform the RAN of updates/changes to its supported model(s) or functionality(es).
Note: Whether necessary signalling from network is needed for proactive UE reporting can be discussed in a normative phase.


[bookmark: _Toc163208143] In TR 38.843, applicable functionality reporting have two types: 1) reactive report  2)proactive reporting. For Reactive reporting, it would involve the UE to provide information to the NW upon receiving an action from it. While for proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it.
Regarding the proactive reporting, it is easy to understand that UE can freely inform the NW of the current applicable AI/ML functionalities in order to help NW to perform the AI/ML functionality control, regarding the note with yellow highlight, in our understanding, that is needed since UE should to be aware of the NW support AI/ML functions or not, otherwise, the applicable reporting become useless if NW does not support the UE side AI/ML model. In this sense, we can consider the proactive applicable functionality reporting as a baseline and some necessary signaling from NW is also needed, at least, to inform UE of the NW support the UE side AI/ML model.
However, for reactive reporting, it shall be triggered by receiving an action from NW, it is hard to understand what is the ‘action’ here, we need to know more information about ‘the action’ then decide whether we can have a ‘reactive’ applicable functionality reporting... 
[bookmark: _Toc163208528]If the applicable functionality reporting is supported, proactive applicable functionality reporting can be a baseline, besides, some necessary signaling from NW is needed.(e.g. at least NW to inform the UE whether it supports UE side AI model)
In the TR, UAI is recommended for applicable functionality reporting, in our understanding, UAI framework is enough to support the ‘proactive’ functionality reporting.
[bookmark: _Toc163208529] RAN2 confirms that the UAI can be applied for ‘proactive’ applicable functionality reporting.

RRC configuration of AI/ML functionality
For RRC configuration structure of AI/ML functionality, in our understanding, it generally include the measurement configuration for the input of the AI/ML functionality, and the reporting configuration for the output of the AI/ML functionality which mainly up to RAN1 discussion, and the detail Information element is also determined by RAN1 as MIMO evo. 
What RAN2 can do is to notify RAN1 about understanding on granularity of the AI/ML functionality to facilitate the RAN1 discussion on RRC Configuration structure..
[bookmark: _Toc163208530]RAN2 inform RAN1 about the understanding on the granularity of AI/ML functionality, the detail RRC signaling design is up to RAN1 discussion.

AI/ML functionality control signaling
[bookmark: OLE_LINK10]As for the AI/ML functionality control signaling design, which is mainly relying on the RRC signaling design which is up to RAN1 discussion as proposal 8.
[bookmark: _Toc163208531]The AI/ML functionality control signaling design is up to RAN1 discussion, RAN2 should wait for more information from RAN1.

Inference of AI/ML functionality
As for the inference of AI/ML functionality, the discussion of inference input and output shall be in RAN1. From RAN2 perspective, if P1 is agreeable, we think it is natural there is no need for NW to identify the AI/ML model the inference is coming from if the belonged AI/ML functionality is activated.
[bookmark: _Toc163208532]RAN2 assumes that there is no need for NW to identify the AI/ML model that the inference is coming from when the belonged AI/ML functionality has been activated.
[bookmark: _Toc163208533]The input and out put of inference of the AI/ML functionality is out of RAN2 scope, RAN2 need wait for more information from RAN1.

Performance Monitoring
As similar as inference of AI/ML functionality, the performance monitoring or performance evaluation shall be discussed in RAN1 not in RAN2.
[bookmark: _Toc163208534]The discussion of performance monitoring is out of RAN2 scope at the beginning, RAN2 need wait for more information from RAN 1.

UE-side model for positioning usecase 1/2a
LCM control 
In legacy DL or DL+UL positioning, LMF schedules UE to measure PRS and report PRS measurement, or LMF schedules UE to measure PRS, calculate its own location and optionally report the estimate UE location. For usecase 1/2a, we think the baseline should be the same, i.e., LMF should also take control of the LCM procedure. To be specific, for usecase 1, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol; for usecase 2a, LMF can schedule/request UE to report estimated UE location using AI model via existing LPP protocol; Furthermore, the purpose of LMF’s request can be for model training or performance monitoring.
[bookmark: _Toc163208535]Support LMF to take control of the LCM procedure for UE-side model:
[bookmark: _Toc163208536]For usecase 1, LMF can schedule/request UE to report estimated UE location using AI model via existing LPP protocol;
[bookmark: _Toc163208537]For usecase 2a, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol.
Model inference
This section gives the LCM procedure (i.e., model training, model inference, performance monitoring) of UE-side model.
For usecase 1, the AI inference phase is at UE side AI model, the input of the AI model is AI measurement of PRS (e.g., PDP/DP), and the output of the AI model is UE location.

[image: 1]
Figure 1. Usecase 1, model inference is at UE side
For usecase 2a, the AI inference is done at UE-side AI model, the input of the AI model is UE’s AI measurement of PRS (e.g., PDP/DP), the output of the AI model is AI intermediate features (e.g., RSTD, RxTx time difference, LOS/NLOS indicator). LMF is responsible for gathering UE’s reported AI intermediate features and calculate a UE location.
[image: 2a]
Figure 2. Usecase 2a, model inference is at UE side
[bookmark: _Toc163208144]In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), the AI inference is performed at UE side.
Model training
In general, UE, OTT server or LMF can perform AI model training for usecase 1 and 2a. 
Model training is at UE side
If model training is at UE side, the training data can be PRS AI measurement (e.g., PDP/DP) of other PRUs, UE can get other PRU’s PRS AI measurement as the model input to train a UE-side model. The label of the training data can be the accurate known PRU location (for usecase 1) or accurate PRU intermediate features (for usecase 2a). The accurate PRU intermediate features can be derived by UE using PRU locations, or provided by LMF.
· Advantage: this is the most straightforward way, i.e., no model transfer procedure between training and inference, so the latency and overhead can be reduced. 
· Disadvantage: it requires high UE processing/calculating capability to train a model that has good performance, e.g., good generalization or high positioning accuracy.
Model training is at OTT side
If model training is at OTT side, OTT can gather multiple PRU’s PRS measurement (e.g., PDP/DP) as model input, and OTT can get the accurate PRU location (for usecase1) or accurate PRU intermediate features (for usecase 2a) as label. OTT can perform offline training and deliver AI model to UE for inference phase.
· Advantage: Since the interface between OTT and UE may not be specified and the signaling interaction/moder transfer can be based on UE’s implementation, this procedure will have less spec impact. 
· Disadvantage: Not clear how does the OTT manage multiple UE’s model; and NW cannot control the training performance.
Model training is at LMF side
If model training is at LMF side, LMF can gather multiple PRU’s PRS measurement (e.g., PDP/DP) as model input. The label of the training data can be the accurate known PRU location (for usecase 1) or accurate PRU intermediate features (for usecase 2a). After LMF trains an AI model, the LMF can deliver the model to UE for inference phase.
· Advantage: LMF can gather multiple PRU’s PRS AI measurements using legacy LPP report, the large amount of training data set can be ensured without additional spec effort. 
· Disadvantage: model transfer is required; different UEs may need different AI models due to different UE vendors. It is a challenge for LMF to train multiple models for multiple UEs.
Based on above, performing model training in different entities will lead to different data collection procedures, and different training entities have corresponding advantages and disadvantages. Therefore, for usecase 1 and usecase 2a, RAN2 should firstly discuss which entity the model training should be performed. Since usecase 1 and 2a are UE side model, we prefer to let UE or OAM directly perform the model training. For LMF/NWDAF training for UE-side model, RAN2 should ask SA2 the feasibility.
[bookmark: _Toc163208538]In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), support UE or OTT to perform model training.
[bookmark: _Toc163208539]Send LS to SA2 to ask whether LMF can perform the model training for UE-side model.

Performance monitoring
In usecase 1 or 2a when the AI model is at UE side, the performance monitoring can be performed at UE side or at LMF side.
Performance monitoring is at LMF side
LMF can schedule the UE (which owns the AI model) to perform DL positioning using legacy positioning method and AI method at the same time. So the UE will report UE locations or intermediate features calculated using legacy positioning method, and UE also reports the UE location or AI intermediate features via AI model output. Assuming the UE locations or intermediate features calculated using legacy positioning method is accurate enough, for usecase 1, LMF can compare the two UE/PRU locations and determine whether the UE-side AI model is accurate or not; for usecase 2a, LMF can compare the two kinds of intermediate features and determine whether the UE-side AI model is accurate or not.
[image: ]
Figure 1. UE-side model, procedures for LMF to perform performance monitoring
Performance monitoring is at UE side
UE can be scheduled to perform DL positioning using legacy positioning method and AI method at the same time. So a UE will get the UE locations or intermediate features calculated using legacy positioning method, and UE also gets the UE location or AI intermediate features via AI model output. Assuming the UE locations or intermediate features calculated using legacy positioning method is accurate enough, for usecase 1, the UE can compare the two UE locations and determine whether the UE-side AI model is accurate or not; for usecase 2a, UE can compare the two kinds of intermediate features and determine whether the UE-side AI model is accurate or not.
Another way is to let UE get other PRU’s PRS AI measurement and other PRU’s accurate location or accurate intermediate features. So UE can input the other PRU’s PRS AI measurement to the AI model and compare the model output and other PRU’s accurate location in usescase 1, or compare the model output and other PRU’s accurate intermediate features in usescase 2a.
[image: ]
Figure 2. UE-side model, procedures for UE to perform performance monitoring
However if the model monitoring function is located at UE side, UEs need to monitor the model, which may require additional UE processing/monitoring capability. Moreover, different UEs may have different monitoring metrics, the model monitoring criterion may not be unified, leading to unpredictable positioning accuracy degradation. To standardize this monitoring criterion, additional specification enhancements may be required. Based on the above analysis, UE side model monitoring requires more specification impacts and additional UE capability, from our perspective, LMF-side model monitoring should be prioritized.
[bookmark: _Toc163208540]In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), support LMF to perform performance monitoring, the following procedure can be considered:
[bookmark: _Toc163208541]for usecase 1, LMF can compare the UE locations calculated using legacy positioning method and UE locations using AI output to determine whether the UE-side AI model is accurate or not; 
[bookmark: _Toc163208542]for usecase 2a, LMF can compare the intermediate features calculated using legacy positioning method and intermediate features using AI output to determine whether the UE-side AI model is accurate or not.
Summary 
The table gives a summary of recommended entities in training/inference/monitoring phase on usecase 1 and 2a.
	
	UE-side model, direct positioning (usecase 1, 1st priority)
	UE-side model, assisted positioning (usecase 2a, 2nd priority)

	training entity
	UE or OTT
	UE or OTT

	Inference entity
	UE
	UE

	Monitoring entity
	LMF
	LMF



Conclusion
In this contribution, we provide our views on the LCM of UE sided model, including the general aspect, AI/ML based beam management, AI/ML based positioning . We have the following observations and proposals:
Observation 1:	The AI/ML models belonging to an AI/ML functionality shall have at least one common functionality characteristic, e.g. a functionality characteristic can be an AI/ML based feature/FG the AI/ML functionality is applied for, or a condition/condition group based on which the AI/ML functionality can be configured .
Observation 2:	NW configure the configurations for an AI/ML functionality based on the conditions of the AI/ML functionality indicated by UE capability.
Observation 3:	Above flaw figure can be used as baseline to discuss the LCM of UE side model.
Observation 4:	UE capability for a UE will never be inquired again by NW for a long time period since it has been stored at CN/gNB, and hence the legacy UE capability is no longer suitable if the AI/ML functionalities supported by a UE device is often varied because the NW cannot obtain the up-to-date information about the supported AI/ML functionalities timely.
Observation 5:	In TR 38.843, applicable functionality reporting have two types: 1) reactive report  2)proactive reporting. For Reactive reporting, it would involve the UE to provide information to the NW upon receiving an action from it. While for proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it.
Observation 6:	In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), the AI inference is performed at UE side.

General Aspect：
Proposal 1:	In Rel-19, RAN2 confirms there is no need for NW to identify the AI/ML models for functionality based LCM.
Proposal 2:	RAN2 assumes the granularity of an AI/ML functionality is per condition/condition group for each AI/ML based feature. It implies, from RRC configuration perspective, there may be more than one AI/ML functionalities corresponding to one AI/ML based feature can be configured to UE.
Proposal 3:	The flaw diagram provided in Annex aspect can be used as baseline for RAN2 to discuss the LCM of UE side model.

Beam Management:

Proposal 4:	RAN 2 confirms the legacy UE capability procedure is used for functionality identification.
Proposal 5:	To facilitate RAN2 discussion for the functionality identification with UE capability, UE/Chipset vendors are kindly asked to answer the following question:
•	Whether the AI/ML functionalities/models supported by a UE would be fixed/varied during the whole lifetime of the UE device？
•	If it is varied during the whole lifetime of a UE device, how often the variation of supported AI/ML functionalities/models would happen? (e.g. hour level, day level, week level, month level, or year level？）
Proposal 6:	If the AI/ML functionalities supported by a UE device is varied with a much higher frequency than UE capability inquiry, RAN2 confirms a dynamic reporting (e.g. Applicable functionality Reporting) shall be used to inform NW of the variation.
Proposal 7:	If the applicable functionality reporting is supported, proactive applicable functionality reporting can be a baseline, besides, some necessary signaling from NW is needed.(e.g. at least NW to inform the UE whether it supports UE side AI model)
Proposal 8:	RAN2 confirms that the UAI can be applied for ‘proactive’ applicable functionality reporting.
Proposal 9:	RAN2 inform RAN1 about the understanding on the granularity of AI/ML functionality, the detail RRC signaling design is up to RAN1 discussion.
Proposal 10:	The AI/ML functionality control signaling design is up to RAN1 discussion, RAN2 should wait for more information from RAN1.
Proposal 11:	RAN2 assumes that there is no need for NW to identify the AI/ML model that the inference is coming from when the belonged AI/ML functionality has been activated.
Proposal 12:	The input and out put of inference of the AI/ML functionality is out of RAN2 scope, RAN2 need wait for more information from RAN1.
Proposal 13:	The discussion of performance monitoring is out of RAN2 scope at the beginning, RAN2 need wait for more information from RAN 1.

Positioning:

Proposal 14:	Support LMF to take control of the LCM procedure for UE-side model:
•	For usecase 1, LMF can schedule/request UE to report estimated UE location using AI model via existing LPP protocol;
•	For usecase 2a, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol.
Proposal 15:	In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), support UE or OTT to perform model training.
Proposal 16:	Send LS to SA2 to ask whether LMF can perform the model training for UE-side model.
Proposal 17:	In AI/ML positioning, for UE-side model (usecase 1 and usecase 2a), support LMF to perform performance monitoring, the following procedure can be considered:
•	for usecase 1, LMF can compare the UE locations calculated using legacy positioning method and UE locations using AI output to determine whether the UE-side AI model is accurate or not;
•	for usecase 2a, LMF can compare the intermediate features calculated using legacy positioning method and intermediate features using AI output to determine whether the UE-side AI model is accurate or not.
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Annex
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Fig.x The Flaw chart to illustrate the general procedure for functionality based LCM of UE side model
8. The UE capability is reported to NW, NW identify AI/ML functionalities those are supported by UE.

9. The applicable functionalities are reported to NW to indicate the current available functionalities those can be activated.

10. NW configures the RRC/LPP configuration to the UE according to the applicable functionalities reported by UE.

11. NW send the control signaling to the UE to activate one or more AI/ML functionalities.

12. The inference from the activated functionalities is reported to NW for beam management

13. The performance metrics is reported to the NW for functionality management.

14. The AI/ML functionality is deactivated by NW with an AI/ML functionality control signaling.
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