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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
The Rel-18 study on AI/ML Air Interface [1] has been concluded. The study has been captured in the Technical Report TR 38.843 [2]. Based on the Rel-18 study outcome, at RAN #102, a new Work Item on artificial intelligence/machine learning for NR air interface has been approved in [3], with the following objectives:
	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 



 In this contribution paper, we discuss the following aspects of the Rel-19 study objectives. 
	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 


   
2. On the UE side Data Collection
The following regarding the data collection for UE-side model training has been agreed, and captured in TR 38.843 based on the Rel-18 study:  

	7.2.1.3.2     Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1 a). OTT (Transparent)
1 b). OTT (non-Transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


 
In the study item phase, RAN2 discussed different proposals and captured them as mentioned above. However, RAN2 could not analyze proposals, and thus could not provide its recommendation on data collection for UE-sided model training. Thus, the work item description (WID) “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” [3] captured this for further study during the work item (as a continued study item from Rel-18). The WID captures the study objective as follows:
 
	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 


 
Note that the above study objective does not imply that the UE-sided model can be trained on the network side (e.g., CN or OAM), rather the RAN1/RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the OTT server (in a transparent or non-transparent method)
· Transfer of the collected data to the OTT server (via CN or OAM)
 
Proposal 1: The RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the OTT server (in a 3GPP transparent or 3GPP non-transparent method)
· Transfer of the collected data to the OTT server (via CN or OAM).

Note that the input and output for a UE-side model are implementation-specific. The actual inputs/outputs to/from the models used at the device may be different from the nominal inputs and outputs. For example, a model at UE may take auxiliary inputs such as SNR, Doppler, and sensor measurements. Alternatively, the UE vendor may decide to develop one model for low SNR and another model for high SNR and switch among them transparently. Which auxiliary inputs to use and whether to develop one or multiple models is an implementation-specific decision per device/chipset development and cannot be pre-determined/standardized. As another example, a model at UE may use pre-processing and post-processing that may make the actual input/output to/from the model different from the nominal ones. What pre/post-processing should be used and what should be the actual inputs and outputs of a model is an implementation-specific decision per device/chipset development and cannot be pre-determined/standardized.

As mentioned above the actual input/output and side/auxiliary information are implementations-specific choices; and are proprietary information. Therefore, the data collected from/by a UE vendor
should not be shared with other UE vendors, network vendors, operators, or third parties. To ensure the protection of the proprietary information. Therefore, any data collection solution that cannot ensure the protection of the proprietary information cannot be used for data collection for the UE-side
model training. 


 


Observation 1: The actual input/output and side/auxiliary information for a UE-side model are implementation-specific choices and cannot be pre-determined/standardized. 

Observation 2: The auxiliary/side information collected for the model development can be proprietary, and data collected from/by one UE vendor cannot be shared with other UE vendors, network vendors, operators, or third parties. 

Furthermore, we believe that a data collection method that requires deployment from multiple parties (e.g., infra-vendors) is not a suitable solution for data collection for UE-sided model training. For example, the data collection for UE-side model training should not be dependent on
· Whether the infra-vendors or other network vendors deploy support for data collection for UE-side model training 
· Whether the infra-vendors or other network vendors upgrade the network entities.

Observation 3: A data collection method that requires deployment from multiple parties (e.g., infra-vendors) is not a suitable solution for data collection for UE-sided model training.

Observation 4: The data collection for UE-side model training should not be dependent on
· Whether the infra-vendors or other network vendors deploy support for data collection for UE-side model training, 
· Whether the infra-vendors or other network vendors upgrade the network entities.

In our understanding, a data collection solution based on a service level agreement (SLA) between the UE and the operators can be a suitable solution, where the operator can control the data collection procedure and provide the required quality of service. However, the collected data can be exposed to the operator only based on SLA, i.e., operators do not have access to the collected data unless there exists an SLA between UE vendors and operators. We believe that such discussion should happen outside the standard. 

Proposal 2: A standardized data collection for UE-sided model training in the OTT server, at least the following requirements should be satisfied:
· The data collected from/by one UE vendor cannot be shared with other UE vendors, network vendors, operators, or third parties.
· The data collection procedure should not require deployment from multiple parties.
· The data collection procedure can be terminated within MNO and controlled by MNO, i.e., the data collection entity is within MNO. Whether the MNO can access the collected data is based on SLA and outside the standard discussion. 

Proposal 3: A standardized data collection procedure that cannot ensure the minimum requirement in Proposal 2 cannot be used as data collection for UE-sided model training. Therefore, Proposals 2 and 3 (in FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2)) are deprioritized for data collection for UE-side model training.  

Note that during the runtime, which model(s) UE can be used depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of different AI/ML features with non-AI/ML feature, and others. Therefore, for consistency between the training and inference of AI/ML functionalities/models, during the UE model development phase, the training entities may consider these runtime constraints at the UE. In our understanding, only the UE vendors can ensure this for UE models and infra-vendors can ensure this for infra models. Therefore, UE-side models can only be trained by UE vendors and network-side models can only be trained by network vendors, at least in the Rel-19 and foreseeable near future. 
 
Observation 5: During the runtime, which model(s) UE can run depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of AI/ML features with non-AI/ML feature, and others.
 
Proposal 4: Considering the implementation-specific nature of the model input/output and auxiliary/side information, and considering the runtime constraints (as mentioned in observation 7), the UE-side model can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.
3. Conclusion
Proposal 1: The RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the OTT server (in a 3GPP transparent or 3GPP non-transparent method)
· Transfer of the collected data to the OTT server (via CN or OAM).

Observation 1: The actual input/output and side/auxiliary information for a UE-side model are implementation-specific choices and cannot be pre-determined/standardized. 

Observation 2: The auxiliary/side information collected for the model development can be proprietary, and data collected from/by one UE vendor cannot be shared with other UE vendors, network vendors, operators, or third parties.

Observation 3: A data collection method that requires deployment from multiple parties (e.g., infra-vendors) is not a suitable solution for data collection for UE-sided model training.

Observation 4: The data collection for UE-side model training should not be dependent on
· Whether the infra-vendors or other network vendors deploy support for data collection for UE-side model training, 
· Whether the infra-vendors or other network vendors upgrade the network entities.

Proposal 2: A standardized data collection for UE-sided model training in the OTT server, at least the following requirements should be satisfied:
· The data collected from/by one UE vendor cannot be shared with other UE vendors, network vendors, operators, or third parties.
· The data collection procedure should not require deployment from multiple parties.
· The data collection procedure can be terminated within MNO and controlled by MNO, i.e., the data collection entity is within MNO. Whether the MNO can access the collected data is based on SLA and outside the standard discussion. 

Proposal 3: A standardized data collection procedure that cannot ensure the minimum requirement in Proposal 2 cannot be used as data collection for UE-sided model training. Therefore, Proposals 2 and 3 (in FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2)) are deprioritized for data collection for UE-side model training.  

Observation 5: During the runtime, which model(s) UE can run depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of AI/ML features with non-AI/ML feature, and others.
 
Proposal 4: Considering the implementation-specific nature of the model input/output and auxiliary/side information, and considering the runtime constraints (as mentioned in observation 7), the UE-side model can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.
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