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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In the RAN2#102 meeting, a new R19 WI on AI for air interface [1] was approved. One objective is about the AI/ML general framework for one-sided AI/ML models as follows.
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods
As highlighted part in yellow, data collection for the UE-sided model is listed. In this contribution, we provide RAN2 impacts analysis for UE-sided data collection.
2 Discussion
Work split between RAN1 and RAN2
Regarding the UE-sided data collection, there are two study directions. One is the data content and format as follows:
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
We think the discussion on the data content and format should be led by RAN1. 
Another one is the data collection mechanism as follows:
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods

This should be led by RAN2, but we don’t need to discuss it now because the data collection mechanism depends on RAN1's progress on data contents and format. RAN2 should wait for RAN1 progress. If RAN1 has any progress, RAN2 can discuss it more efficiently.

Discussion on the scope for collection of UE-sided model training data
In the function mapping discussion, the UE-sided OTT server has been captured as a possible entity for offline training and model transfer/delivery for some use cases. 
Besides, in the objective, it has mentioned that RAN2 should analyze the UE-sided data collection based on SI outcome (TR section 7.2.1.3.2) as follows. 
	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods


We found that only the OTT server is the termination node for UE-sided data collection in section 7.2.1.3.2 of TR 38.843, as follows.
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



Observation 1: Only the OTT server is considered as the termination node for UE-sided data collection for model training. 

Discussion on the solutions for UE-sided data collection
In TR 38.843 [2], the R18 study outcome for UE-sided data collection is summarized as below:
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


As we can see, there are 4 solutions for UE-sided data collection. We will analyze them in the following sections.

Discussion on Solution 1a
For solution 1a, UE collects and directly transfers training data to the Over-The-Top (OTT) server (3GPP transparent). In TR 38.843, it has been mentioned that the training data is generated by the UE, while the termination point for training data is the UE or OTT server, as follows.
	-	Model Training:
o	For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


This means the UE-sided OTT server collects the data and trains the model. Thus, the UE-sided OTT server knows what data it needs. Option 1a can leave the UE-sided data collection to implementation, which means the OTT server can collect the data that it needs more directly. 
Besides, the UE-sided model training may require a lot of data. Option 1a can collect the training data as the service data, and the QoS of data collection can be met easily. 
Last but not least, option 1a doesn’t have any spec impacts, it can save a lot of standardization work. 
Proposal 1: Solution 1a can be the baseline solution for UE-sided data collection.

Discussion on other solutions
For solutions other than solution 1a, it is important to fully understand the data collection requirements before discussing any standardized solutions.
In the WID, the following objective mentions that data collection requirements should be studied, and we think it is within RAN1 scope.
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
In the past, RAN1 and RAN2 had the following LSes regarding the data collection requirements:
[3] RAN2 LS on asking data collection requirements
[4] RAN1 reply LS
In the LS [3], RAN2 clearly mentions the intention of the request.
	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).



In section 5 Annex, the LS [4] provides RAN1 study outcome for model training. For example:
For UE-sided model for beam management, RAN1 mentions L1-RSRPs and/or beam-IDs.
For UE-sided model for positioning, RAN1 mentions label information.
From our point of view, the previous RAN1 LS is from R18 study outcome, and requirements are still under RAN1 discussions of R19 WI on AI for air interface. So it may not be sufficient to just use the LS [4] for RAN2 discussions for now.
At RAN1#116 meeting, RAN1 had some discussions regarding UE-sided data collection [1]. In FL summary [6], some contributions would like to discuss the requirements use case by use case, and some discussions may be related to the UE proprietary information.
Considering the current WID [1], RAN1/RAN2 LS [3][4], and the RAN1#116 progress, we think the data collection requirements should be clarified in RAN1 before RAN2 discusses any standardized solutions.
Observation 2: RAN1 is currently still discussing the requirement for UE-sided data collection for Model training.

Besides, for solutions 1b, 2, and 3, RAN2 should discuss them based on the issues identified for solution 1a if we use solution 1a as the baseline solution. Currently, no issue has been identified for UE-sided data collection for model training using Solution 1a.  
Observation 3: No issue has currently been identified for UE-sided data collection for model training using Solution 1a.
Proposal 2: On top of solution 1a, RAN2 should only discuss other solutions (i.e. 1b, 2 and 3) based on issues and requirements identified.

3 [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on UE-sided data collection for training. Our observations and proposals are summarized as follows:
Observation 1: Only the OTT server is considered as the termination node for UE-sided data collection for model training.
Observation 2: RAN1 is currently still discussing the requirement for UE-sided data collection for Model training.
Observation 3: No issue has currently been identified for UE-sided data collection for model training using Solution 1a.

Proposal 1: Solution 1a can be the baseline solution for UE-sided data collection.
Proposal 2: On top of solution 1a, RAN2 should only discuss other solutions (i.e. 1b, 2 and 3) based on issues and requirements identified.
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5 Annex
According to the pervious LS from RAN1 [3], the training data for different use cases as follows.
For CSI prediction at UE-sided:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	


For Beam management:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side

	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs

	Relaxed

	



For positioning:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	



