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1. Introduction
In TR 38.843[1], the study report of NW side data collection is shown as below:
	7.2.1.3.1	Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Furthermore, and regarding the use cases in this study, the following is considered. 
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.
For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


This paper discusses data collection for NW-side model mainly for model training in AI/ML positioning.
2. Discussion
AI/ML beam management
In TR 38.843, it is recommended both OAM-centric data collection and gNB-centric data collection can be taken into account in normative phase. Considering the model training at NW side can be done at either gNB or OAM as agreed in the study phase, both the data collection terminated at the gNB or OAM does make sense.
[bookmark: _Toc7227]Both OAM-centric data collection and gNB-centric data collection is supported in Rel 19.
In most case, UE locate in RRC idle/inactive state with a much longer time period than RRC connected state which result that the UE can get more chance to collect the data in RRC Idle/inactive state. Moreover, the current MDT framework support UE to collect the data in all RRC states (e.g. Logged MDT for RRC idle/inactive, Immediate MDT for RRC Connected state). In this sense, we think the NW side data collection for model training can be applied in all RRC states.
[bookmark: _Toc14642]The NW-side data collection for AI/ML model training is supported for all RRC states in Rel-19.

[bookmark: _Toc21529]In RRC idle/inactive state, for OAM-centric NW side data collection, the current logged MDT framework is mature enough where UE collects and logs the data in RRC idle/inactive state and report in RRC connected state, it can be reused for NW side data collection with some necessary evolution. As for the gNB centric data collection, the RRM idle measurement is applied in RRC Inactive/Idle which is mainly used for fast activation of the SCell, only the latest measurement result before stepping into RRC connected is logged which is not suitable to the NW side data collection for AI/ML model training. In this sense, the gNB centric data collection is not taken into account for RRC Idle/inactive state.
[bookmark: _Toc12016]In RRC inactive/idle state, the logged MDT framework can be reused for NW side data collection for AI/ML model training.
In RRC connected state, there are two legacy measurement frameworks is gNB-Centric data collection: RRM measurement and L1 measurement. And there is one legacy measurement framework is OAM-Centric data collection: Immediate MDT. However, all the legacy measurement framework do not have a logging function, besides, the OAM centric data collection and  RRM measurement (e.g. measObject) is to take the L3 measurement which is suitable to collect the L1 measurement result for AI/ML based beam management. And L1 measurement report only can use UCI to report which is not suitable for reporting the log due to the limited size of UCI. 
[bookmark: _Toc16103]In RRC Connected state, all the legacy measurement framework does not have logging function. Among those legacy measurement framework, the immediate MDT and RRM measurement only can collect the layer 3 measurement result which can not fulfill the requirement of AI/ML based beam management or AI/ML based CSI, and the Layer 1 measurement will use the UCI to report the measurement result also cannot fulfill the requirement of logging reporting due to the size limit of UCI.   
According to observation 1, in RRC connected state, considering there is no any exist framework can fulfil the requirement of NW side data collection defined in the TR23.843, a new measurement framework can be introduced for NW to collect the data for model training, this measurement framework shall have the following functions:
1: Collect data from L1 measurement (e.g. for AI/ML based beam management, AI/ML based CSI feedback）
2: Collect data from L3 measurement (e.g. for AI/ML based mobility)
3: Logging measurement result.
4: Report the measurement logging with L3 signaling
[bookmark: _Toc22771]In RRC connected state, a brand new measurement framework shall be introduced for NW-side data collection of model training which need have the following functions:
[bookmark: _Toc13253]Collect data from L1 measurement (e.g. for AI/ML based beam management, AI/ML based CSI feedback)
[bookmark: _Toc16242]Collect data from L3 measurement (e.g. for AI/ML based mobility)
[bookmark: _Toc5108]Logging measurement result
[bookmark: _Toc3072]Report the measurement log with L3 signaling
From RAN perspective, the new measurement framework shall be applied to both gNB-centric data collection and OAM-Centric data collection in order to reduce work load in RAN2, which is as similar as the immediate MDT and RRM measurement. Compare to the gNB-centric data collection, there is one more interface in OAM-centric data collection which shall be discussed in SA5.
[bookmark: _Toc28304] The new measurement framework shall be applied to both gNB-centric data collection and OAM-centric data collection .
If proposal 5 is agreeable, the OAM centric data collection will apply a brand new measurement framework which is different with the immediate MDT. For distinguish the OAM-Centric data collection from the immediate MDT, a new MDT type shall be introduced which can be called as DataDrivenMDT.
[bookmark: _Toc9333] A new MDT type (e.g. DataDrivenMDT) is introduced for the OAM-Centric data collection in order to be distinguished from the immediate MDT.
The new measurement framework is just to define how UE and gNB works regarding the RAN interface which can be done in RAN2 as shown in figure 1, but, for OAM-centric data collection, the interface between gNB and OAM(e.g. TCE) need to be studied in SA5 or RAN3.


Fig.1: The illustration of OAM-Centric/gNB centric NW-side data collection

 SA5/RAN3 shall be involved for studying new type MDT (e.g. DataDrivenMDT) mainly focusing on the interface between gNB and TCE.

AI/ML Positioning
Data collection entity
Model training is a process to train an AI/ML Model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference. It will be simpler if the model training entity is the data collection entity, in order to avoid additional step of transferring the huge training data set from data collection entity to model training entity. 
 In AI/ML positioning, support the data collection entity to be the same as model training entity.

Data collection for gNB side model (usecase 3a)
In general, gNB, OAM or LMF can perform data collection for gNB-side model.
gNB performs data collection
In this case, gNB can get SRS AI measurement as the model input (training data) to train a model, where the SRS is sent by the PRUs. The data label can be accurate intermediate feature of the PRU/TRP pair. If the gNB knows the PRU location in advance, gNB can calculate the accurate intermediate feature of the PRU/TRP pair; or the accurate intermediate feature of the PRU can be provided from LMF to the gNB that performs AI model training. 
Note that for AI model training, there should be plenty of training data provided. So it may not be enough if a gNB only gets SRS AI measurement (e.g., CIR/PDP/DP) from its own TRPs. To ensure/enhance the training performance, a gNB will need to get other gNB’s SRS AI measurements to be used for its model’s input. 
Since AL/ML positioning service request generates from core network, and LMF knows the positioning QoS, LMF should have a well control of the training procedure, further, LMF can provide some guidance(e.g., training QoS) to gNB when gNB trains a model for positioning.
To support the gNB side data collection, the following potential signalings can be considered by RAN2：
· LMF to gNB: 
· Request indication 
· PRU location as label;
· Intermediate features of PRU/TRP pair as label;
· Other gNB’s SRS AI measurement (e.g., CIR/PDP/DP) as model input;
· Training control parameters, such as training start/stop/resume, or training QoS;
· gNB to gNB:
· Other gNB’s SRS AI measurement (e.g., CIR/PDP/DP) as model input;
OAM preforms data collection
In this case, OAM can gather multiple gNB/TRP’s SRS AI measurement (e.g., CIR/PDP/DP) of the PRU as the AI model input, and OAM can get the accurate PRU&TRP pair intermediate features from LMF as label. OAM can perform offline training and deliver the AI model to gNB for inference phase. Since the interface between OAM and LMF (or between OAM and gNB) may not be specified, the signaling interaction/model transfer can be based on network’s implementation.
LMF performs data collection
In this case, LMF can gather multiple gNB/TRP’s SRS AI measurement (e.g., CIR/PDP/DP) of the PRU as model input. Since LMF knows the PRU location, LMF can calculate the accurate PRU intermediate features of each PRU/TRP pair as label. After LMF trains an AI model, the LMF can deliver the model to gNB for inference phase.
To support the LMF side data collection, the following potential signalings can be considered by RAN2：
· gNB to LMF: 
· TRP’s SRS AI measurement (e.g., CIR/PDP/DP) of some certain PRU
[bookmark: _GoBack]Based on above, RAN2 should firstly discuss which entity the data collection should be performed in gNB-side model, taking into consideration the model training entity. 

 In AI/ML positioning, for gNB-side model (usecase 3a), RAN2 to discuss which entity (gNB, OAM, or LMF) the data collection should be performed.
Data collection for LMF-side model (usecase 3b and 2b)
In LMF-side model, LMF can directly get plenty of training data from multiple TRPs using the existing NRPPa protocol, so LMF is the most suitable entity to perform data collection. If other entity (e.g., NWDAF) is to perform data collection instead of LMF, the unnecessary data set transfer procedure from LMF to the entity will occur.
For usecase 3b, the model training data is the SRS CIR/PDP/DP gathered from multiple TRPs of a UE/PRU, the data label can be UE/PRU’s location. One procedure is, LMF can schedule UE/PRUs to perform UL AI positioning, so UE/PRUs send SRS, and LMF can gather the SRS AI measurement (e.g., CIR/PDP/DP) from multiple TRPs of the UE/PRU, using as AI model input. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can use the known UE/PRU location as data label to train the LMF-side AI model.
For usecase 2b, the model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) of the UE/PRU, and the label UE/PRU’s location. One monitoring procedure is, LMF can schedule UE/PRUs to perform DL AI positioning, so PRUs receives PRS, and LMF can gather the PRS AI measurement result (e.g., CIR/PDP/DP) of the UE/PRU, using as AI model input. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can use the UE/PRU location as label to train the LMF-side AI model.
 In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), support LMF to perform data collection. To be specific:
· For usecase 3b, the collected model training data is the SRS AI measurement result (e.g., CIR/PDP/DP) gathered from multiple TRPs of a UE/PRU, and the collected label of data can be UE/PRU’s location.
· For usecase 2b, the collected model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) gathered from the UE/PRU, and the collected label of data can be UE/PRU’s location.

3.  Conclusion
In this contribution, we propose the following observation and proposals:
AI/ML beam management
Observation 1: In RRC Connected state, all the legacy measurement framework does not have logging function. Among those legacy measurement framework, the immediate MDT and RRM measurement only can collect the layer 3 measurement result which can not fulfill the requirement of AI/ML based beam management or AI/ML based CSI, and the Layer 1 measurement will use the UCI to report the measurement result also cannot fulfill the requirement of logging reporting due to the size limit of UCI.

Proposal 1: Both OAM-centric data collection and gNB-centric data collection is supported in Rel 19.
Proposal 2: The NW-side data collection for AI/ML model training is supported for all RRC states in Rel19.
Proposal 3: In RRC inactive/idle state, the logged MDT framework can be reused for NW side data collection for AI/ML model training .
Proposal 4: In RRC connected state, a brand new measurement framework shall be introduced for NW-side data collection of model training which need have the following functions:
• Collect data from L1 measurement (e.g. for AI/ML based beam management, AI/ML based CSI feedback)
• Collect data from L3 measurement (e.g. for AI/ML based mobility)
• Logging measurement result
• Report the measurement log with L3 signaling
Proposal 5: The new measurement framework shall be applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
Proposal 6: A new MDT type (e.g. DataDrivenMDT) is introduced for the OAM-Centric data collection in order to be distinguished from the immediate MDT.
Proposal 7: SA 5 shall be involved for studying new type MDT (e.g. DataDrivenMDT) mainly focusing on the interface between gNB and TCE.

AI/ML Positioning

Proposal 8: In AI/ML positioning, support the data collection entity to be the same as model training entity.
Proposal 9: In AI/ML positioning, for gNB-side model (usecase 3a), RAN2 to discuss which entity (gNB, OAM, or LMF) the data collection should be performed.
Proposal 10: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), support LMF to perform data collection. To be specific:
· For usecase 3b, the collected model training data is the SRS AI measurement result (e.g., CIR/PDP/DP) gathered from multiple TRPs of a UE/PRU, and the collected label of data can be UE/PRU’s location.
· For usecase 2b, the collected model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) gathered from the UE/PRU, and the collected label of data can be UE/PRU’s location.
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