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1. Introduction
The WID[1] of Rel-19 AI FS_NR_AIML_Air that is related to RAN2 work is specified as follows:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 


This contribution provides our view on LCM for NW side model, focusing on beam management use case and positioning priority 1 subcases.  
2. Discussion
AI/ML based positioning
Granularity of functionality for AL/ML positioning
According to 38.843[2], the functionality identification is specified as follows: 
	Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.


Functionality based LCM means each functionality has its own LCM procedure, while model based LCM has a finer granularity and it means each model can be associated with specific additional conditions, each model can have its own LCM procedure. Different functionalities can be recognized as different AI usecases (e.g., positioning or beam management), or different AI sub-usecases (e.g., 5 usecases in AL/ML positioning), or different groups of AI sub-usecases (e.g., UE-side model, gNB-side model and LMF-side model are recognized as 3 functionalities), or different AI sub-usecases plus some conditions (e.g., usecase 1 when UE is in some certain conditions is recognized as a functionality). 
In AI/ML positioning there are 5 sub-usecases where all of them are one-side model, the 5 usecases can be sub-grouped into 3 types:
· UE-side model: usecase 1(1st priority), usecase 2a (2nd priority)
· gNB-side model: usecase 3a (1st priority)
· LMF-side model: usecase 3b (1st priority), usecase 2b (2nd priority)
Each type has different entities that owns the model in which the input/output is significantly different, so the LCM procedure should be different at least for UE-side model, gNB-side model and LMF-side model. Different usecase requires different input/output, so it will be clearer when triggering a functionality to be different usecases. Regarding NW-side model, the UE conditions may have some impact on LCM procedure, but the training data set would be small if the training data is associated with UE-side conditions. Moreover, if multiple models with different generalization capabilities and requirements for UE-side conditions are trained by a same or different gNBs, it would lead to huge standardization efforts and involve unavoidable proprietary information disclosure issues for specifying and aligning UE-side conditions. 
Based on the above analysis, the most suitable granularity of functionality for AI/ML positioning is to recognize the functionality per usecase, or per UE-side model, gNB-side model and LMF-side model.
Observation 1: Different functionalities can be recognized as different AI usecases, or different AI sub-usecases, or different groups of AI sub-usecases, or different AI sub-usecases plus some conditions. 
Proposal 1: For AI/ML positioning, the functionality can be recognized in following ways:
· Per usecase, i.e., LCM procedure should be defined per usecase.
· per UE-side model, gNB-side model and LMF-side model, i.e., LCM procedure should be defined per inference entity.
The following sections give the LCM procedure (i.e., model training, model inference, performance monitoring) of each AI/ML positioning usecase.
gNB-side model (usecase 3a, 1st priority)
LCM control 
In legacy UL or UL+DL positioning, serving gNB of the target UE is scheduled by LMF to configure SRS to UE, and serving/neighbor gNBs of the target UE are scheduled by LMF to receive and measure the SRS. For usecase 3a, we think the baseline should be the same, i.e., LMF should also take control of the LCM procedure. To be specific, LMF can schedule serving/neighbor gNBs of the target UE to perform AI positioning and output AI intermediate features via existing NRPPa protocol. Furthermore, the purpose of gNB to perform AI positioning can be for model training or performance monitoring.
Proposal 2: For usecase 3a, LMF can schedule serving/neighbor gNBs of the target UE to perform AI positioning and output AI intermediate features via existing NRPPa protocol.
Model inference 
For usecase 3a, the AI inference phase is at gNB side AI model, the input of the AI model is AI measurement of SRS (e.g., CIR/PDP/DP), the output of the AI model is AI intermediate features (e.g., UL RTOA, gNB Rx-Tx time difference, LOS/NLOS indicator, etc.). LMF is responsible for calculating UE location using multiple gNB’s reported AI intermediate features.
[image: 3a]
Figure 1. Usecase 3a, model inference is at gNB side
Observation 2: In AI/ML positioning, for gNB-side model (usecase 3a), the AI inference is performed at gNB side.
Model training 
Model training is a process to train an AI/ML model by learning the input/output relationship in a data driven manner and obtain the trained AI/ML Model for inference. In general, gNB, OAM or LMF can perform AI model training for usecase 3a.
Model training is at gNB side
If model training is at gNB side, gNB can get SRS AI measurement as the model input (training data) to train a model, where the SRS is sent by the PRUs. The data label can be accurate intermediate feature of the PRU/TRP pair. If the gNB knows the PRU location in advance, gNB can calculate the accurate intermediate feature of the PRU/TRP pair; or the accurate intermediate feature of the PRU can be provided from LMF to the gNB that performs AI model training. 
· Advantage: this is the most straightforward way, i.e., no model transfer procedure between training and inference, so the latency and overhead can be reduced. 
· Disadvantage: the amount of training data set maybe small since one gNB can only get the SRS AI measurement of its serving TRPs.
Model training is at OAM side
If model training is at OAM side, OAM can gather multiple gNB/TRP’s SRS measurement (e.g., CIR/PDP/DP) of the PRU as the model input, and OAM can get the accurate PRU intermediate features from LMF as the data label. OAM can perform offline training and deliver AI model to gNB for the coming inference phase.
· Advantage: Since the interface between OAM and LMF (or between OAM and gNB) may not be specified and the signaling interaction/model transfer can be based on network’s implementation, this procedure will have less spec impact. 
· Disadvantage: Not clear how should the OAM manage multiple gNBs/TRPs; not clear whether OAM can directly link to LMF without gNB to forward; and it is hard for network to control the training performance.
Model training is at LMF/NWDAF side
If model training is at LMF/NWDAF side, LMF/NWDAF can gather multiple gNB/TRP’s SRS AI measurement (e.g., CIR/PDP/DP) of the PRU as model input, LMF can further transmit the model input to NWDAF. Since LMF/NWDAF knows the PRU location, LMF/NWDAF can calculate the accurate PRU intermediate features of each PRU/TRP pair as label. After LMF/NWDAF trains an AI model, the LMF/NWDAF can deliver the model to gNB for inference phase.
· Advantage: LMF can gather multiple TRP’s SRS AI measurements using legacy NRPPa report, the large amount of training data set can be ensured without additional spec effort. 
· Disadvantage: different gNBs may need different AI models due to different gNB deployment. It is a challenge for LMF to train multiple models for multiple gNBs, especially when different gNBs have different additional conditions.
Based on above, different branches have corresponding advantages and disadvantages. In addition, performing model training in different entities will lead to different data collection procedures. Therefore, for usecase 3a, RAN2 should firstly discuss which entity the model training should be performed. Since usecase 3a is gNB side model, we prefer to directly let gNB or OAM perform the model training. For LMF/NWDAF training for gNB-side model, RAN2 should ask SA2 the feasibility.
Proposal 3: In AI/ML positioning for gNB-side model (usecase 3a), OAM or gNB should perform model training.
Proposal 4: Send LS to SA2 to ask whether LMF can perform the model training for gNB-side model.
Performance monitoring
In usecase 3a when the AI model is at gNB side, the performance monitoring can be performed at gNB side or at LMF side.
Performance monitoring is at LMF side
In this case, one LMF should monitor all the gNB’s AI models. LMF can schedule UL positioning or UL+DL positioning of a UE/PRU, and UE/PRU sends SRS. gNBs receive the SRS and make AI intermediate feature measurement using AI model, and gNB reports the AI intermediate feature to LMF. Then LMF can further transmit the AI intermediate features to NWDAF. When comparing the performance, LMF can compare the UE locations, or compare the intermediate features:
· Compare the PRU locations: LMF calculates the UE/PRU location using the AI intermediate feature reported by more than one gNB, meanwhile, LMF knows the accurate PRU location (or LMF can determine UE location using legacy positioning method such as GNSS). Therefore, LMF can compare the calculated UE/PRU location and the known accurate UE/PRU location to know whether the gNB-side AI model is accurate or not.
· Compare the intermediate features: LMF calculates the accurate intermediate feature of a certain UE (PRU)&TRP pair based on the known UE/PRU location, and LMF compares the calculated accurate UE/PRU intermediate feature and the reported AI intermediate feature of each TRP. Then, LMF can know whether the gNB-side AI model is accurate or not.
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Figure 2. Basic procedure of performance monitoring at LMF side
Performance monitoring is at gNB side
For the performance monitoring, comparing the UE/PRU location is more accurate than comparing the intermediate features. However, since multiple gNBs can have its own AI model and output its own AI intermediate features, when LMF compares the UE location to determine the AI model performance, LMF cannot tell which gNB’s AI model is inaccurate. To solve the problem, performance monitoring can also be done at each gNB side where the AI model is in.
In this case, each gNB should monitor its own AI model. One approach is, gNB can measure PRU’s SRS and make AI intermediate feature measurements of the SRS. If gNB knows the PRU location, gNB can calculate the accurate intermediate feature of the PRU. gNB compares the AI intermediate feature and the calculated the accurate intermediate feature of the same PRU to determine whether the AI model is accurate or not.
In summary, for usecase 3a, RAN2 should discuss which entity (gNB or LMF) should perform the AI performance monitoring.
Proposal 5: In AI/ML positioning, for gNB-side model (usecase 3a), RAN2 to discuss which entity (gNB or LMF) should perform the AI performance monitoring.
Proposal 6: In AI/ML positioning, for gNB-side model (usecase 3a), if performance monitoring is at LMF side, RAN2 to consider two ways for LMF to perform performance monitoring:
· Compare the UE/PRU locations 
· Compare the AI intermediate features of each gNB

gNB-side AI model deployment
Within one gNB having a CU/DU split structure, it is worth to discuss whether the AI model is in CU side or DU side since different entity having the AI model will have impact on the LCM procedure and introduce different specification impacts. Currently the SRS configuration is configured by DU, and SRS is measured in DU. One DU can be associated with one or more TRPs. 
If AI model is in CU, DU should report SRS AI measurement to CU, and CU reports the AI intermediate feature to LMF. It is straightforward to allocate the AI model in CU because CU owns more capability comparing with the DU, and this can be aligned with the implementation of other AI model used for other usecases, which is easier for gNB to perform.
If AI model is in DU, DU should report the AI intermediate feature to CU, then CU reports the AI intermediate feature to LMF. If in this way, the specification impact is smaller and the AI model can be simpler.
Proposal 7: In AI/ML positioning, for gNB-side model (usecase 3a) with a CU/DU split structure, RAN2 should discuss whether the AI model should be in CU or DU.
For UL positioning, multiple gNB/TRPs should measure the SRS from the same UE, and the multiple gNB/TRPs report the SRS measurement results to a LMF for UE location calculation. In this procedure if AI model is in gNB side, one basic question is that the multiple gNB/TRPs can have different AI model, or all the gNB/TRPs that are involved in the same positioning session should have same AI model? In functionality based LCM, when the functionality is activated (e.g., gNB-side inference is triggered), gNB can choose to have same or different AI models. Using the same AI model means the model should be trained to have strong generalization ability, and supporting this will lead to a hard requirement on model transfer. We think there is no need for all the gNBs to use the same AI model in the functionality because different gNBs may have different conditions (calculating capability, power, connection situation with other nodes, etc.). Considering the flexibility of gNB’s implementation, we think different gNB/TRPs can choose to use different AI model for positioning.
Proposal 8: In AI/ML positioning, for gNB-side model (usecase 3a), different gNB/TRPs can choose to use different AI models for a certain functionality.
LMF-side model (Usecase 3b and usecase 2b)
LCM control 
In legacy positioning, LMF schedules UE to measure PRS and report PRS measurement, LMF also schedules gNB to measure SRS and report SRS measurement. For usecase 3b/2b, we think the baseline should be the same, i.e., LMF should also take control of the LCM procedure. To be specific, for usecase 2b, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol; for usecase 3b, LMF can schedule/request serving/neighbor gNBs of the target UE to report SRS AI measurement via existing NRPPa protocol. Furthermore, the purpose of LMF’s requesting can be for model training, model inference or performance monitoring.
Proposal 9: Support LMF to take control of the LCM procedure for LMF-side model:
· For usecase2b, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol; 
· For usecase 3b, LMF can schedule/request serving/neighbor gNBs of the target UE to report SRS AI measurement via existing NRPPa protocol.

Model inference 
For usecase 3b, the AI inference is done at LMF-side AI model, the input of the AI model is TRP’s AI measurement of SRS (e.g., CIR/PDP/DP), the output of the AI model is UE location. LMF is responsible for gathering multiple gNB’s reported AI measurement of SRS and derive a UE location via AI model.
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Figure 3. Usecase 3b, model inference is at LMF side
For usecase 2b, the AI inference is done at LMF-side AI model, the input of the AI model is UE’s AI measurement of PRS (e.g., CIR/PDP/DP), the output of the AI model is UE location. LMF is responsible for gathering UE’s reported AI measurement of PRS and derive a UE location via AI model.
[image: 2b]
Figure 4. Usecase 2b, model inference is at LMF side
Observation 3: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), the AI inference is performed at LMF side.
Model training
Since the inference is at LMF for LMF-side model, the model training should at least be done at core network element side rather than other entities (UE or gNB), in order to avoid the additional effort of model transfer between training and inference between entities. Furthermore, LMF can directly get plenty of training data from multiple TRPs using the existing NRPPa protocol, if other entity is to perform AI training instead of LMF, the unnecessary data set transfer procedure from LMF to the entity will occur. Furthermore, SA2 has agreed a potential solution that NWDAF or LMF should perform model training for LMF side model, captured in TR23.700 [3], solution#1:
	Solution #1:
6.1.3	Impacts on services, entities and interfaces
LMF
-	Determine to use AI/ML based positioning to obtain UE location, based on LMF’s AI/ML based positioning related capability and measurement data types reported from UE or RAN;
-  Perform model inference to retrieve UE location based on the collected data.
NWDAF containing MTLF:
-	Collect training data for AI/ML based positioning.
-	Train ML model for AI/ML based positioning.
Solution #2:
6.2.3	Impacts on services, entities and interfaces 
NWDAF:
-	Enhance support for model training services to enable AI/ML positioning training and inference at LMF.
LMF:
-	Support for training/inference for AI/ML Direct Positioning and data collection.


Observation 4: SA2 has agreed potential solutions that NWDAF or LMF can train the model for LMF-side model usecases (usecase 3b and 2b).
For usecase 3b, the model training data is the SRS PDP/DP from multiple TRPs, the data label can be PRU or normal UE’s location. One procedure is, LMF can schedule UE/PRUs to perform UL AI positioning, so UE/PRUs send SRS, and LMF can gather the SRS CIR/PDP/DP from multiple TRPs of the UE/PRU, using as AI model input. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can use the known UE/PRU location as data label to train the LMF-side AI model.
For usecase 2b, the model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) of the UE/PRU, and the label can be PRU or normal UE’s location. One monitoring procedure is, LMF can schedule UE/PRUs to perform DL AI positioning, so PRUs receives PRS, and LMF can gather the PRS AI measurement result (e.g., CIR/PDP/DP) of the UE/PRU, using as AI model input. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can use the UE/PRU location as label to train the LMF-side AI model.
Proposal 10: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), when model training is at LMF or NWDAF side, the following can be considered:
· For usecase 3b, the model training data is the SRS AI measurement result (e.g., CIR/PDP/DP) gathered from multiple TRPs, the data label can be PRU or normal UE’s location.
· For usecase 2b, the model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) gathered from the UE/PRU, and the label can be PRU or normal UE’s location.
Performance monitoring
When the AI model is at LMF side, LMF is the most suitable entity to perform the performance monitoring. Performance monitoring needs some data with label to judge whether the inference result is good or bad. This is similar like training data collection, where the procedure also needs to gather multiple data with label. 
To be specific, the LMF-side performance monitoring procedure for usecase 3b and 2b can be: 
· For usecase 3b, LMF can schedule UE/PRUs to perform UL AI positioning, so UE/PRUs send SRS, and LMF can gather the SRS CIR/PDP/DP from multiple TRPs of each UE/PRU, using as AI model input. LMF use AI model to get AI output which is the estimated UE/PRU location. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can compare the known UE/PRU location and the AI output estimated UE/PRU location for performance monitoring. 
· For usecase 2b, LMF can schedule UE/PRUs to perform DL AI positioning, so UE/PRUs receives PRS, and LMF can gather the PRS AI measurement(e.g., CIR/PDP/DP) from multiple UE/PRUs, using as AI model input. LMF use AI model to get AI output which is the estimated UE/PRU location. Since LMF also knows the PRU’s location (or, LMF can also calculate the UE location using legacy LMF-based positioning methods such as GNSS), LMF can compare the known UE/PRU location and the AI output estimated UE/PRU location for performance monitoring. 
Since it is LMF-based model, RAN2 should send LS to SA2 to notify them when the agreement is made by RAN2.
Proposal 11: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), RAN2 to support LMF perform performance monitoring. RAN2 to consider the following procedures:
· For usecase 3b, LMF can schedule UE/PRUs to perform UL AI positioning, using the SRS CIR/PDP/DP from multiple TRPs of each UE/PRU as model input, and using the known UE/PRU location as data label.
· For usecase 2b, LMF can schedule UE/PRUs to perform DL AI positioning, using the PRS CIR/PDP/DP from multiple UE/PRUs as model input, and using the known UE/PRU location as data label.
Send LS to SA2 to notify the agreement.
Summary 
The table gives a summary of recommended entities in training/inference/monitoring phase on usecase 3a, 3b and 2b.
	
	gNB side model
	LMF side model

	
	Usecase 3a
	Usecase 3b
	Usecase 2b

	training entity
	gNB or OAM
	LMF
	LMF

	Inference entity
	gNB
	LMF
	LMF

	Monitoring entity
	gNB or LMF
	LMF
	LMF


AI/ML based beam management
gNB-side model
According to the following description in the TR 38.843, the NW side model training for AI/ML beam management may be located at gNB, OAM, OTT server, Core Network.
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For gNB-side models, training data can be generated by the gNB or UE, while the termination point for training data may include the gNB, or OAM.
· Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.


CN have no ability to understand the RAN layer data, besides, the training data shall be forwarded from gNB to the CN which may lead to the heavy workload on the north interface. Therefore, CN is not appropriate to be the entity for model training.
As for OTT server, the model trained by the UE vendor is mostly not suitable to be deployed by the platform of the network. Furthermore, the NW can collect much more data than UE vendor, and the models trained by the gNB have more generalization than the model training by UE side since the gNB is static but the UE is moving here and there. In this sense, we propose:
Proposal 12: For AI/ML based beam management, RAN2 confirms the entity used for training the NW-side AI/ML model only can be OAM or gNB, CN and OTT server is excluded.
Regarding the functionality/model inference of NW side AI/ML functionality/model, the description of TR is shown as below:
	· Inference:
· For UE-side model inference, input data is internally available at UE, where the inference process is performed.
· For network-side model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.


According to above description, it can be seen that the entity in charge of the functionality/model inference must be the gNB. And for providing the input data of the NW side AI/ML model from UE side, the measurement and reporting framework shall be utilized, considering the feature is beam management, the L1 measurement framework will fit in. And for beam management according to the output of the functionality/model inference,  the legacy beam management can be reused, for example, the TCI state MAC CE and DCI to adjust the UL/DL beam of the UE.
Proposal 13: For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference, and the legacy beam management can be reused for adjusting the UE’s UL/DL beams according to the output of the NW side AI/ML model inference.
As for the management, the description of TR is shown as below:
	· Management:
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.
· Monitoring:
· The UE monitors the performance of its UE-side model.
· For monitoring at the network side of UE-side model, the UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these is the gNB.
· For network-side model, the monitoring resides within the gNB. 



According to the description, only gNB can take charge in the model monitoring, considering the model training is located at either gNB or OAM, and model inference is located at gNB as well, it can be seen that the management can be doen by gNB itself, there is no air-interface specification impact can be foreseen.
Proposal 14: For AI/ML based beam management, RAN2 assumes there is no any air-interface specifcation impact from model (funtionality) management.

3.  Conclusion
In this contribution, we propose the following observation and proposals:
AI/ML based positioning
Observation 1: Different functionalities can be recognized as different AI usecases, or different AI sub-usecases, or different groups of AI sub-usecases, or different AI sub-usecases plus some conditions. 
Observation 2: In AI/ML positioning, for gNB-side model (usecase 3a), the AI inference is performed at gNB side.
Observation 3: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), the AI inference is performed at LMF side.
Observation 4: SA2 has agreed potential solutions that NWDAF or LMF can train the model for LMF-side model usecases (usecase 3b and 2b).

Proposal 1: For AI/ML positioning, the functionality can be recognized in following ways:
· Per usecase, i.e., LCM procedure should be defined per usecase.
· per UE-side model, gNB-side model and LMF-side model, i.e., LCM procedure should be defined per inference entity.
Proposal 2: For usecase 3a, LMF can schedule serving/neighbor gNBs of the target UE to perform AI positioning and output AI intermediate features via existing NRPPa protocol.

Proposal 3: In AI/ML positioning for gNB-side model (usecase 3a), OAM or gNB should perform model training.
Proposal 4: Send LS to SA2 to ask whether LMF can perform the model training for gNB-side model.
Proposal 5: In AI/ML positioning, for gNB-side model (usecase 3a), RAN2 to discuss which entity (gNB or LMF) should perform the AI performance monitoring.
Proposal 6: In AI/ML positioning, for gNB-side model (usecase 3a), if performance monitoring is at LMF side, RAN2 to consider two ways for LMF to perform performance monitoring:
· Compare the UE/PRU locations 
· Compare the AI intermediate features of each gNB
Proposal 7: In AI/ML positioning, for gNB-side model (usecase 3a) with a CU/DU split structure, RAN2 should discuss whether the AI model should be in CU or DU.
Proposal 8: In AI/ML positioning, for gNB-side model (usecase 3a), different gNB/TRPs can choose to use different AI models for a certain functionality.
Proposal 9: Support LMF to take control of the LCM procedure for LMF-side model:
· For usecase2b, LMF can schedule/request UE to report PRS AI measurement (e.g., CIR/PDP/DP) via existing LPP protocol; 
· For usecase 3b, LMF can schedule/request serving/neighbor gNBs of the target UE to report SRS AI measurement via existing NRPPa protocol.
Proposal 10: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), when model training is at LMF or NWDAF side, the following can be considered:
· For usecase 3b, the model training data is the SRS AI measurement result (e.g., CIR/PDP/DP) gathered from multiple TRPs, the data label can be PRU or normal UE’s location.
· For usecase 2b, the model training data is the PRS AI measurement result (e.g., CIR/PDP/DP) gathered from the UE/PRU, and the label can be PRU or normal UE’s location.
Proposal 11: In AI/ML positioning, for LMF-side model (usecase 3b and usecase 2b), RAN2 to support LMF perform performance monitoring. RAN2 to consider the following procedures:
· For usecase 3b, LMF can schedule UE/PRUs to perform UL AI positioning, using the SRS CIR/PDP/DP from multiple TRPs of each UE/PRU as model input, and using the known UE/PRU location as data label.
· For usecase 2b, LMF can schedule UE/PRUs to perform DL AI positioning, using the PRS CIR/PDP/DP from multiple UE/PRUs as model input, and using the known UE/PRU location as data label.
Send LS to SA2 to notify the agreement.

AI/ML based beam management
Proposal 12: For AI/ML based beam management, RAN2 confirms the entity used for training the NW-side AI/ML model only can be OAM or gNB, CN and OTT server is excluded.
Proposal 13: For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference, and the legacy beam management can be reused for adjusting the UE’s UL/DL beams according to the output of the NW side AI/ML model inference.
Proposal 14: For AI/ML based beam management, RAN2 assumes there is no any air-interface specifcation impact from model (funtionality) management.

4.  Reference
[1] RP-234039, New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, 2023-12
[2] 3GPP TR 38.843 V18.0.0, Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Rel-18), 2023-12
[3] 3GPP TR 23.700-84 V0.2.0, Study on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML) (Rel-19), 2024-03
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