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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]The following aspects are studied in LCM:
-	Data collection
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
In this contribution, we discuss the LCM for UE-sided model except for data collection and model transfer/delivery.
Discussion
Model/functionality identification
As first step, UE and NW need to perform model/functionality identification to reach common understanding on the applicable model/functionality.
During the SI phase, model ID is introduced to indicate a specific model. RAN2 assumes that a model ID can be global unique, e.g., allowing for proper model validation and model testing procedures. We understand the global unique model ID is used during model/functionality identification. Furthermore, it’s agreed that from Management or Control point of view mainly some meta info about a model may need to be known. To identify a model, model ID and associated meta data need to be provided. 
Proposal 1: During model identification, UE/NW shall provide the global model ID and associated meta data of the identified model to the other side.
UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality. During functionality identification, the mapping between AI model and functionality shall also be provided in order to identify a functionality. If the identification information is sent from UE to NW, legacy capability framework can be reused.
Proposal 2: During functionality identification, UE/NW shall provide the global model ID, associated meta data of the identified model and model to functionality mapping to the other side.
Proposal 3: If the identification information is sent from UE to NW, legacy capability framework can be reused.
The number of supported AI models may be large, which makes the capability report signalling very large. However, NW may not activate all supported AI models. Similar issue exists in legacy capability report on band combination. NW can indicate the specific band/band combination and UE only reports the capability on corresponding band/band combination. We understand similar solution can be reused in AI capability report framework. The difference is the capability request may not per band/band combination. NW may request UE to report the capability of certain use case or additional condition.
Proposal 4: NW can request UE to report supported AI model/functionality of certain use cases.
We would further discuss the content of meta data. 
The basic info of AI model is the applicable use case, e.g. BM or Pos. Such info is important, since the input and output of use case is different.
Additional condition is introduced as any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. The AI model can achieve best performance in the condition same as training data. Therefore, it’s essential to include expected additional condition of each AI model in the meta info. LCM can be performed accordingly, e.g. model switch/activation/deactivation.
AI model may require a minimum AI capability, e.g. computing capability or storage. However, the RAN node, especially UE, may not always have enough capability regarding computing or storage. It’s essential to know AI model required AI capability.
Proposal 5: Meta info of AI model includes following applicable info,
· Applicable use case;
· Expected additional condition;
· Required AI capability, e.g. computing capability and storage.
Vendor info is proposed by some companies as meta info. However, we understand such info is not useful. The argument of including vendor info is this information may be used for appropriately providing meta info to NG-RANs. However, we understand the meta info should be common to all vendors. Otherwise, vendors may provide different meta info, which makes NW/UE implementation more complex. Also, such info may expose UE privacy. Therefore, we don’t see vendor info as essential meta info to enable AI/ML.
Proposal 6: Vendor info is not included in Meta info from RAN2 perspective.
For positioning, considering the core network will be involved, the procedure of the functionality identification for AI positioning may be different from beam management. Therefore, we provide some alternatives for the functionality identification for AI positioning.
Alternative 1: The functionality identification is performed between UE and LMF
The LMF is responsible for positioning management, for example, determines the positioning methods, provides the PRS configuration to UE. So, it is a reasonable assumption that the functionality identification is performed between UE and LMF for AI positioning. For example, the functionality identification can be performed during LPP capability exchange procedure.
Alternative 2: The functionality identification is performed between UE and AMF
The AMF is always involved for the positioning, the functionality identification between UE and AMF can be considered. Moreover, there is an advantage that the functionality identification between UE and AMF can be performed before UE positioning procedure. For example, for functionality identification between UE and AMF can be performed during the UE registration procedure and service request procedure, and then AMF provides the identified AI functionality to LMF during the positioning procedure. 

Proposal 7: For POS, the following alternatives can be considered for functionality identification for:
· Alternative 1: The functionality identification is performed between UE and LMF, for example, the functionality identification can be performed during LPP capability exchange procedure.
· Alternative 2: The functionality identification is performed between UE and AMF and the AMF provides the identified AI functionality to LMF during the positioning procedure.
LCM
After model identification, only limited number of AI models are available at one UE. During subsequent LCM, global unique model ID may be long, which is inefficient from signalling perspective. Each model can be associated with another index, which can be locally unique within a UE. The model index can be allocated by NW or UE, depending which node generates the model. Therefore, the model index can be much shorter, which is more efficient. During model switch/activation/deactivation, only the target model index is indicated.
Proposal 8: Local unique Model ID can be used to identify one AI model during LCM. The local unique model ID be allocated by NW or UE.
The LCM decision of UE sided model can be made by NW or UE according to TR [2]. The LCM decision result can be transparent to NW. If UE sided model doesn’t require any NW involvement or coordination, the decision can be made by UE or even transparent to NW. If UE sided model requires NW coordination, e.g. providing specific configuration or additional condition, the decision shall be made by NW or reported to NW at least. AI model/functionality may require different handling. Therefore, NW can choose to make LCM decision or configure UE to make LCM decision.
Proposal 9: NW can choose to make LCM decision or configure UE to make LCM decision.
NW decision
In NW decision LCM framework, UE shall report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models. The applicability report can be done in pro-active or re-active manner. 
In pro-active manner, UE can report applicable AI model/functionality even if NW doesn’t configure related AI model/functionality. Such report can avoid NW to activate not applicable AI model/functionality. But if NW doesn’t intend to activate the corresponding AI model/functionality at all, the report is not useful. Re-active manner can avoid the signalling overhead, since UE only report updated AI model/functionality if NW provides the configuration. Each manner has pros and cons. It can be up to NW to decide which way to use.
Proposal 10: NW can configure UE to use pro-active or re-active report of applicable AI model/functionality. 
After model identification, maybe not all models are allocated with local ID, since some models may not be supported by the other side or not applicable in the current condition. In pro-active manner, it’s important for UE to know report which model/functionality’s applicability. To reduce the signalling, UE only report the applicability of the AI models allocated with local ID. 
Proposal 11: In pro-active report manner, UE only reports the applicability of the AI models allocated with local ID.
There may be different ways to implement re-active manner. One way is similar as need for gap, i.e. UE reports current applicable AI model/functionality. This can be the baseline. However, we understand such way may not be flexible enough and may result in additional signalling overhead. Because if additional condition changes, NW has to request UE to report the updated AI model/functionality. Therefore, it’s more flexible and efficient for NW to indicate the additional condition and UE reports the applicable AI model/functionality in corresponding condition.
Proposal 12: In re-active report manner, UE can report the current applicable AI model/functionality upon reception of NW request.
Proposal 13: In re-active report manner, NW can indicate the specific additional condition to UE. UE reports the applicable AI model/functionality in corresponding condition.
In re-active report manner, the applicability report may be delayed due to waiting for NW request. It’s possible the NW configure UE to activate an AI model/functionality which is not applicable at UE. In such case, UE shall indicate NW the activated AI model/functionality is not applicable. UE can continue to use AI model/functionality prior to configuration or fallback to non-AI operation. 
Proposal 14: If NW configure UE to activate an inapplicable AI model/functionality, UE shall indicate to NW. UE continue to use AI model/functionality prior to configuration or fallback to non-AI operation.


Furthermore, in NW initiated procedure, UE can report assistance info to NW. The assistance info can include performance data or additional condition. Performance data report can be triggered by periodic, event or NW request.
Proposal 15: Performance data report can be triggered by periodic, event or NW request.
Performance data can be following metric per use case,
-	Monitoring based on inference accuracy, including metrics related to intermediate KPIs
-	Monitoring based on system performance, including metrics related to system peformance KPIs
-	Other monitoring solutions, at least the following 2 options.
-	Monitoring based on data distribution
-	Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
-	Output-based: e.g., drift detection of output data
-	Monitoring based on applicable condition 
The content of performance data is still under discussion. The report event depends on performance data design. RAN2 can wait for RAN1 progress.
Additional condition is studied in SI as following,
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
One way of performance monitoring is by monitoring applicable condition change. So, UE may need to report UE side additional condition to NW. The report should be under NW control. The report trigger can be further discussed, based on the content of additional condition.
Proposal 16: NW can configure UE to report UE side additional condition.


[bookmark: _Hlk162969630]In UE initiated procedure, UE may need to report the management request to NW. The management request shall at least include the suggested AI model/functionality for activation/deactivation. To assist NW decision, performance data and additional condition can also be included. The report is triggered by LCM decision, which is up to UE implementation.
Proposal 17: The management request shall at least include the suggested AI model/functionality for activation/deactivation. Performance data and additional condition may also be included.
Proposal 18: The management request is triggered by LCM decision, which is up to UE implementation.

UE decision
	-	Decision by the UE
o	Event-triggered as configured by the network, UE’s decision is reported to the network



Figure 7.2.1.1-3: UE decision, event-triggered as configured by the network
o	UE-autonomous, UE’s decision is reported to the network


Figure 7.2.1.1-4: UE autonomous, decision reported to the network




Even if the decision is made by UE, UE may need to report the decision to NW, so that NW can provide specific configuration or additional condition. The management decision report shall at least include the activated/deactivated AI model/functionality. The report is triggered by LCM decision, which is up to UE implementation.
Proposal 19: The management decision report shall at least include the activated/deactivated AI model/functionality.
Proposal 20: The management decision report is triggered by LCM decision, which is up to UE implementation.
Furthermore, it’s possible that LCM decision is made by UE and transparent to NW. UE may still require NW side additional condition to make LCM decision. In such case, UE doesn’t need to report the decision to NW. NW is not aware whether/when UE need the NW side additional. So, UE shall be able to request NW to provide NW side additional condition.
Proposal 21: UE shall be able to request NW to provide NW side additional condition.
Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Model Identification:
Proposal 1: During model identification, UE/NW shall provide the global model ID and associated meta data of the identified model to the other side.
Proposal 2: During functionality identification, UE/NW shall provide the global model ID, associated meta data of the identified model and model to functionality mapping to the other side.
Proposal 3: If the identification information is sent from UE to NW, legacy capability framework can be reused.
Proposal 4: NW can request UE to report supported AI model/functionality of certain use cases.
Proposal 5: Meta info of AI model includes following applicable info,
-	Applicable use case;
-	Expected additional condition;
-	Required AI capability, e.g. computing capability and storage.
Proposal 6: Vendor info is not included in Meta info from RAN2 perspective.
Proposal 7: For POS, the following alternatives can be considered for functionality identification for:
· Alternative 1: The functionality identification is performed between UE and LMF, for example, the functionality identification can be performed during LPP capability exchange procedure.
· Alternative 2: The functionality identification is performed between UE and AMF and the AMF provides the identified AI functionality to LMF during the positioning procedure.
LCM general:
Proposal 8: Local unique Model ID can be used to identify one AI model during LCM. The local unique model ID be allocated by NW or UE.
Proposal 9: NW can choose to make LCM decision or configure UE to make LCM decision.
LCM Decision by NW:

Proposal 10: NW can configure UE to use pro-active or re-active report of applicable AI model/functionality. 
Proposal 11: In pro-active report manner, UE only reports the applicability of the AI models allocated with local ID.
Proposal 12: In re-active report manner, UE can report the current applicable AI model/functionality upon reception of NW request.
Proposal 13: In re-active report manner, NW can indicate the specific additional condition to UE. UE reports the applicable AI model/functionality in corresponding condition.
Proposal 14: If NW configure UE to activate an inapplicable AI model/functionality, UE shall indicate to NW. UE continue to use AI model/functionality prior to configuration or fallback to non-AI operation.
Proposal 15: Performance data report can be triggered by periodic, event or NW request.
Proposal 16: NW can configure UE to report UE side additional condition.
Proposal 17: The management request shall at least include the suggested AI model/functionality for activation/deactivation. Performance data and additional condition may also be included.
Proposal 18: The management request is triggered by LCM decision, which is up to UE implementation.
LCM Decision by UE:
Proposal 19: The management decision report shall at least include the activated/deactivated AI model/functionality.
Proposal 20: The management decision report is triggered by LCM decision, which is up to UE implementation.
Proposal 21: UE shall be able to request NW to provide NW side additional condition.
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