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Introduction
It was agreed by RAN2 during SI phase with following general principles:
	A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Furthermore, and regarding the use cases in this study, the following is considered. 
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.
For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


In this contribution, we mainly discuss the potential enhancements of data collection for NW-sided model training for BM Case 1 and Case 2 NW-sided model, and below positioning use cases:
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a (2nd priority): NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Discussion
Beam Management
Data Logging
As mentioned in RAN1 reply LS, the latency requirement for reporting model training data can be relaxed. For beam management use case specifically, it is possible for UE to log multiple samples of data and repot a bulk of training data to the network. However, as observed in RAN1 reply LS [1], for beam management use case, the data required for training/inference and monitoring are almost the same, i.e. L1-RSRPs and/or beam-IDs:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side

	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs

	Relaxed

	


	Inference
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	Monitoring
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	


It is further agreed in RAN1 #116 meeting that beam report considers L1 signaling and beam indication considers unified TCI-state framework for model inference. 
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 
Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed


Based on our understanding and observed from above tables, the data metrics used for model training is the same as data used for model inference. Hence, the same information reported for model inference can also be used for model training. The network can continuously log the reported information by implementation and use the stored information for model training. It seems not necessary to log data at UE side and report to network, which may also increase the load of dataset transmission over air interface.
Proposal 1: It is not necessary to log data for model training at UE side. Data metrics reported for model inference via L1 signaling can be reused for model training. Network can log the data by implementation for the purpose of NW-side model training.
Side information for model training
However, different from data used for model inference, side information of data is also meaningful for model training, e.g. the applicable conditions of the UE when collecting the measurement results. The side information (e.g. applicable conditions of the UE) can either explicitly report together with the collected data or implicitly known by the network based on applicable conditions reported by the UE for management, which is proposed in the companion contribution [2].
Proposal 2: For NW-side model training, UE reports side information (e.g. applicable condition) associated with model inference data. FFS on whether this side information is reported explicitly or implicitly.
Periodic/Event-trigger/On-demain Reporting
Since NW will log data for model training based on instant reporting for model inference, it is also not necessary to consider additionally enhancement in periodical, event-based, and on-demand reporting.
Proposal 3: If NW log the measurement data by implementation based on instant measurement reporting for model inference, it’s not necessary to support additional enhancement for periodical, event-based and/or on-demand reporting.
Positioning Accuracy Enhancement
Data Logging
As discussed in the companion contribution [1], positioning Case 2b and 3b consider model training entity located at LMF. For this scenario, model training data is collected by the UE and then reports to CN/LMF for model training. It was agreed during SI phase that LPP protocol is used as baseline.
	For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF.


The question is whether data logging is needed for model training data collection for positioning use cases?
As replied in R1-2310681 [1], data used for model training is the same as data used for model inference. Similar as the analysis above in beam management, data logging can be performed at network side, instead of letting UE report a bulk of data to increase air interface overhead.
It is further observed that SA2 is also studying how to support training data collection between LMF and NWDAF (e.g. ADRF, MTLF). Hence, how to store data for model training at CN can be up to SA2. 
Proposal 4: For positioning use cases, it is not necessary to log data for model training at UE side. CN performs data logging for model training. The detail of data logging at CN is up to SA2, the details of data metrics is up to RAN1.
UL segmentation for Data Reporting
Segmentation is currently supported in RRC signaling, with maximum 16 segments in uplink (~144kB), 5 segments in downlink (~45kB).
	TS 38.300:
An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].


Since LPP protocol also uses RRC signaling over the air interface, it is important to understand the size of data to be transferred.
As replied in R1-2310681 [1]:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement

	POS Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed


For positioning accuracy enhancement, the size of measurement data is decided by the number of PRS/SRS resources and the number of TRP. Furthermore, evaluation results also show that the accuracy of positioning prediction is related to the evaluation area:
	Evaluation results demonstrate that the performance of AI/ML positioning with the evaluation area as the convex hull of the horizontal BS deployment shows better performance than that with the whole hall area as evaluation area.
-	For convex hull: UE distribution area = 100x40 m;
-	For whole hall area: UE distribution area = 120x60 m


Here we consider TRP number is 18, which is considered by most companies during evaluation. Assuming maximum 64 PRS/SRS resources per frequency layer for one positioning fix are measured for upper bound and 1 PRS/SRS resources per frequency layer are measured for lower bound. For the distribution area, even though the larger the more accurate performance AI/ML model can achieve, further confirmation from RAN1 is needed. The measurement data size per frequency layer per distribution area can be varied from:
· lower bound: 88*18 (number of TRP) *1(sample of PRS/SRS resources) = 1,584 kbits (~198Bytes)
· upper bound: 4096*18 (number of TRP) *64 (sample of PRS/SRS resources) bits = 4,718,592 bits (~590kB) 
For NW-sided model, location coordinates are not need to be transferred over the air interface, as such information can be generated by network itself. Furthermore, intermediate positioning measurement in Case 3a is transmitted over NRPPa, which does not impact signaling over air interface.
Observation 1: For model inference, the required data size for model inference can vary from ~198Bytes to ~590kBytes in positioning per frequency layer per distribution area.
As captured in TS 37.355 [3], LPP message segmentation is supported, where SegmentationInfo is used to indicate whether the LPP message is a segmentation of earlier message or for a new message. 
	[bookmark: _Toc27765103][bookmark: _Toc37680760][bookmark: _Toc46486330][bookmark: _Toc52546675][bookmark: _Toc52547205][bookmark: _Toc52547735][bookmark: _Toc52548265][bookmark: _Toc156478829]4.3.5	LPP Message Segmentation
An LPP message body may be sent in several shorter LPP messages instead of one long LPP message to deliver a large amount of information (e.g., in case the LPP message size exceeds the maximum message size supported by lower layers). When a sender employs LPP message segmentation, the sender shall include the IE SegmentationInfo in each LPP message segment. The sender shall indicate in all but the final message segment that more messages are on the way.


IE SegmentationInfo can be set to ‘moreMessagesOnTheWay’ if long LPP message delivery is not finished. Alternatively, SegementationInfo can be sent to ‘noMoreMessages’ if it’s the last LPP message segment. There’s no upper bound for data transmission in LPP signaling. Existing LPP singaling can already support the upper bound of data transmission for positioning use cases.
Observation 2: LPP signaling can support any size of data for transmission based on the concept of ‘SegmentationInfo’.
Proposal 6: No enhancement is needed from RAN2 point of view in LPP signaling to support UL segmentation. Detailed data metrics transmitted over LPP signaling is up to RAN1.
Conclusion
In this contribution, we discussed data collection for NW-side model training in beam management use case and positioning use case separately. According to high-level principles agreed during SI, we observed existing mechanisms over air interface can support NW-side model training data collection in a good level.
We observed and proposed the followings:
Beam management
Proposal 1: It is not necessary to log data for model training at UE side. Data metrics reported for model inference via L1 signaling can be reused for model training. Network can log the data by implementation for the purpose of NW-side model training.
Proposal 2: For NW-side model training, UE reports side information (e.g. applicable condition) associated with model inference data. FFS on whether this side information is reported explicitly or implicitly.
Proposal 3: If NW log the measurement data by implementation based on instant measurement reporting for model inference, it’s not necessary to support additional enhancement for periodical, event-based and/or on-demand reporting.
Positioning Accuracy Enhancement 
Proposal 4: For positioning use cases, it is not necessary to log data for model training at UE side. CN performs data logging for model training. The detail of data logging at CN is up to SA2, the details of data metrics is up to RAN1.
Observation 1: For model inference, the required data size for model inference can vary from ~198Bytes to ~590kBytes in positioning per frequency layer per distribution area.
Observation 2: LPP signaling can support any size of data for transmission based on the concept of ‘SegmentationInfo’.
Proposal 6: No enhancement is needed from RAN2 point of view in LPP signaling to support UL segmentation. Detailed data metrics transmitted over LPP signaling is up to RAN1.
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