3GPP TSG-RAN WG2 Meeting #125bis             
     R2-2402340
Changsha, China, April 15th – 19th, 2024

Agenda item:
8.1.2.2
Source:
Spreadtrum Communications
Title:
Discussion on LCM for UE-sided model
WID/SID:       
NR_AIML_air-Core
Document for:
Discussion and Decision
1 Introduction
RAN2 made good progress on Air AI topic during study phase. As instructed by Rel-19 Air AI WID [1], RAN2 will continue the normalization work for Air AI, especially for the following objectives:

	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models

· Signalling mechanism of applicable functionalities/models.


 In this paper, we will show our understanding on how to enable the LCM for UE-sided model.
2 Discussion
According to RAN1/2 agreed in TR 38.843 [2], LCM includes the following purposes:

	The following aspects, including the definition of components (if needed) and necessity, are studied in LCM:

-
Data collection

-
Note: This also includes associated assistance information, if applicable.

-
Model training

-
Functionality/model identification 

-
Model delivery/transfer

-
Model inference operation

-
Functionality/model selection, activation, deactivation, switching, and fallback operation.

-
Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)

-
Functionality/model monitoring

-
Model update

-
UE capability

Note: Some aspects in the list may not have specification impact. 


As Data collection will be discussed in 8.1.3/8.1.4 section, Model identification and model transfer/delivery will be discussed after further RAN1 progress, and Model training/model inference operation/model update are mainly implementation related except for some necessary assistance info, thus this paper will focus on how to enable functionality identification, inference, and management (Functionality/model selection, activation, deactivation, switching, and fallback operation).
2.1 Functionality identification
The functionality identification intends to make NW and UE have the common understanding on UE supported AIML-enabled functionality. In fact, both RAN2 and RAN1 had discussed functionality identification in SI phase, especially comparing functionality-based LCM versus model-ID based LCM. Though there is no clear conclusion, from our understanding, the common view is that functionality-based LCM should at least be supported.
Comparing with model ID based solution, functionality based solution is more like a static solution. This is because NW and UE can easily reach an agreement just like legacy UE capability and regardless of how the functionality works (e.g., via what kind of AI/ML model). Considering AIML model may also update frequently, using functionality-based solution is easier for management under such circumstance. 
RAN2 had agreed that for functionality identification, legacy UE capability framework can be the baseline. More specifically, for beam management use case, it can be indicated in UE AS capability in RRC, and for positioning use cases, it can be indicated by positioning capability as defined in LPP. We think the agreement achieved in SI phase for functionality identification can be confirmed in WI phase.
Proposal 1: Legacy UE capability reporting framework is reused for functionality identification, e.g. for AI-enabled beam management and AI-enabled positioning use cases.

As for the granularity of UE supported functionality, we think it should be per sub-use case level. This is because that UE supported feature like beam management may have multiple sub-use cases and UE may support only one of those sub-use cases. Thus, per sub-use case level indication is more accurate and benefits for management.
Proposal 2: The granularity of UE supported functionality should be per sub-use case level.

2.2 Inference

For inference, try to keep consistency between model training and model inference may benefit for guarantying model performance, e.g., UE can aware which model is suitable for the scenario. Thus, for UE sided model, if it is not trained in UE side considering limited computation capacity, the additional conditions from the training side should be provided to UE. 
Proposal 3: For the case that UE-sided model is not trained at UE, additional conditions from training side should be provided to UE for model inference.
AIML model can be trained in NW side considering there has rich data and sufficient computing resources. In our view, additional conditions may consist of model training related scenarios, locations, configuration, deployments, and dataset info etc. However, the detail of additional conditions should be further studied case by case. 
Proposal 4: Additional conditions from training side may consist of model training related scenarios, locations, configuration, deployments, and dataset info etc, which needs to be further studied case by case.
2.3 Management
UE supported AI/ML-based functionalities may not always work normally in all the cases. It may only applicable to specific scenarios, locations, configuration, deployments or it may undergo updates such as model changes. To ensure efficient network control and management, UE need to indicate applicable functionalities about their supported AI/ML functionalities to the network. This can allow the network to perform decisions regarding, e.g., the (de)activation, or switching of AI/ML functionalities.
Applicable functionalities indicates the usable functionalities at the current stage which is more dynamic depends on scenarios, configuration etc. And it should be subset of all the UE supported functionalities.
Proposal 5: For NW-side management of UE-sided model, UE should report applicable functionalities to NW which is subset of all the UE supported functionalities.
RAN2 concluded five procedures for LCM in TR 38.843, including:

· Decision by the network
· Network-initiated
· UE-initiated and requested to the network
· Decision by the UE

· Event-triggered as configured by the network, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
From our perspective, all the above solutions can be considered. However, which solution is the most suitable one for specific use case needs more RAN1 input.
Proposal 6: For management, all the solutions listed in TR can be considered for case by case study and more RAN1 input is needed.
3 Conclusion

In this contribution, we discussed and proposed solutions on how to enable the LCM for UE-sided model:
Proposal 1: Legacy UE capability reporting framework is reused for functionality identification, e.g. for AI-enabled beam management and AI-enabled positioning use cases.

Proposal 2: The granularity of UE supported functionality should be per sub-use case level.

Proposal 3: For the case that UE-sided model is not trained at UE, additional conditions from training side should be provided to UE for model inference.
Proposal 4: Additional conditions from training side may consist of model training related scenarios, locations, configuration, deployments, and dataset info etc, which needs to be further studied case by case.
Proposal 5: For NW-side management of UE-sided model, UE should report applicable functionalities to NW which is subset of all the UE supported functionalities.
Proposal 6: For management, all the solutions listed in TR can be considered for case by case study and more RAN1 input is needed.
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