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Introduction
In 3GPP RAN #102 plenary meeting [1], a new study item on Artificial Intelligence (AI) / Machine Learning (ML) for mobility in NR has been approved. This SID, only focuses on mobility enhancement in RRC_CONNECTED mode over air interface by the existing mobility framework, i.e., handover decision is always made in the network side, the corresponding objectives are copied as follows：
	Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
1. AI/ML based RRM measurement and event prediction, 
0. Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
0. Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
0. HO failure/RLF prediction (UE sided model) [RAN2]
0. Measurement events prediction (UE sided model) [RAN2]
1. Study the need/benefits of any other UE assistance information for the network side model [RAN2]
1. The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
2. NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
1. Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
3. NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
1. Potential specification impacts of AI/ML aided mobility [RAN2]
1. Evaluate testability, interoperability, and impacts on RRM requirements and performance [RAN4]
1. NOTE 1: RAN1/3 work can be triggered via LS
1. NOTE 2: RAN4 scope/work can be defined and confirmed by RAN#105 after some RAN2 discussions (within the RAN4 pre-allocated TUs)
NOTE 3: To avoid duplicate study with “AI/ML for NG-RAN” led by RAN3
NOTE 4: Two-sided model is not included


In high UE mobility scenario (e.g., high-speed train and high-way), the reactive measurement results obtained by the traditional measurement mechanism may result in HO failures or unnecessary HOs, since these instant measurement results may be not suitable for future HO decision. AI/ML based measurement event prediction method as a predictive method was endorsed in Rel-19 AI/ML for mobility, which may have some gains and benefits for the HO decision. 
In this contribution, we provide our preliminary views on AI/ML based measurement events prediction (UE sided model).
Decision
[bookmark: OLE_LINK4][bookmark: OLE_LINK8][bookmark: OLE_LINK58]2.1 Representative sub use case
[bookmark: OLE_LINK6]To further study AI/ML based measurement events prediction (UE sided model), two possible sub use cases in our understanding are elaborated in the following. 
[bookmark: OLE_LINK27]- Sub use case 1:  Measurement events trigger prediction
[bookmark: OLE_LINK75]In the legacy event-trigger reporting scheme, once UE’s measurement results satisfy the conditions of the measurement event, it will trigger the UE to report the measurement results associated with the certain measurement event through MeasurementReport message, the reporting message carries measurement results (i.e., RSRP, RSRQ, SINR), as well as measId, cell ID/beam index. It can be obtained that whether to trigger the measurement event reporting mostly depends on when the measurement results meet the measurement event’s trigger conditions, which are configured in EventTriggerConfig. However, the legacy HO preparation procedure (including measurement result reporting and HO command transmission) usually takes some time. In fact, the channel state information will be changed and the reactive measurement results may not be suitable for the new situation, which may result in the HO failure or inefficient HOs.
[bookmark: OLE_LINK76][bookmark: OLE_LINK78][bookmark: OLE_LINK84][bookmark: OLE_LINK85][bookmark: OLE_LINK77][bookmark: OLE_LINK67]Hence, using an AI/ML model to infer the measurement events trigger prediction, which means the AI/ML model can be trained to directly predict one or more measurement events will occur in a future time, such as event A3/A5 at Tx time. More specifically, the predicted measurement results can stably meet measurement event conditions configured by NW.  For example, predicted measurement results of event A3 enters configured condition and meet the configured time to trigger (TTT) at Tx time, then the UE will be triggered to report the predicted measurement results. It can be found that the predicted measurement results can be reported in advance. Hence, using the predicted measurement events trigger brings significant gains to HO, for example, reduces the possibility of too-late HO. Figure 1 shows one example of measurement event trigger perdition, AI/ML model predicts a measurement event will occur in a future time based on historical/UE internal information. 
[image: ]
Figure 1. AI/ML model for the measurement event trigger prediction
[bookmark: OLE_LINK68]Observation 1: In the measurement events reporting prediction, the predicted measurement results can be reported in advance, which can bring significant gains to HO, for example, reduces the possibility of too-late HO.
[bookmark: OLE_LINK82]Proposal 1: Measurement event trigger prediction can be regarded as a representative sub use case in AI/ML-based measurement event prediction. 
[bookmark: OLE_LINK79]However, we found that in the time domain RRM measurement prediction, the inference outputs also include the predicted RSRP/RSRQ/SINR in a future time, details are provided in our other contribution [3]. Hence, there may be an overlap in predicted measurement results between measurement event trigger prediction and time domain RRM measurement prediction. From our perspective, for the measurement event trigger prediction, the predicted measurement results need to be associated with a valid time, specifically, the predicted measurement results are used to assess whether the UE meets the entering /leaving conditions of the measurement event, while the valid time is used to assess the predicted measurement results during its valid time whether the specified TimeToTrigger (TTT), which is the value range used for time to trigger parameter.
[bookmark: OLE_LINK69][bookmark: OLE_LINK81][bookmark: OLE_LINK83][bookmark: OLE_LINK73]Observation 2: There may be an overlap in predicted measurement results between measurement event trigger prediction and time domain RRM measurement prediction.
[bookmark: OLE_LINK80]Proposal 2:  It is suggested to clarify the boundary between measurement event trigger prediction and time domain RRM measurement prediction if the measurement event trigger prediction is selected to be a representative sub use case in AI/ML-based measurement event prediction. 
[bookmark: OLE_LINK56]- Sub use case2:  Measurement event parameters prediction
[bookmark: OLE_LINK51][bookmark: OLE_LINK48]In the legacy HO mechanism, event-trigger reporting mechanism with a set of parameters is used to avoid the overhead of frequent measurement reporting, decrease the HO ping-pong, as well as reduce the energy consumption of equipment. However, if these configured parameters of the measurement event are not proper and suitable, it will also result in some inefficient HOs. For example, when the time to trigger (TTT) is configured too large, it will cause the UE to miss the optimal HO time, i.e., too late HO, which may lead to a failed HO. In another instance, if both TTT and hysteresis are configured smaller, it will cause more frequent measurement reporting, then may increase the occurrence of HO ping-pong and signaling overhead. Therefore, an AI/ML model can be trained to infer some more appropriate parameters of measurement event (such as hysteresis, time to trigger, offset, etc). By adjusting the configured parameters based on the AI/ML model’s inference outputs, to aid source gNB to make HO decision at the optimal time, and guarantee the service continuity. Figure.2 shows one example for the measurement event parameters prediction, where the AI/ML model predicts some more appropriate parameters of measurement event based on historical/UE internal information. 
[image: ]
[bookmark: _Toc102160600]Figure 2.  Measurement event parameters perdition
[bookmark: OLE_LINK70]Observation 3: The inferred measurement event parameters based on AI/ML model are useful to adjust the configured parameters, which can significantly reduce the inefficient HOs.
[bookmark: OLE_LINK35]Proposal 3: Measurement event parameters prediction can be regarded as a representative sub use case in AI/ML-based measurement event prediction.
2.2 Potential specification impacts
Considering that specification impacts on AI/ML based measurement events prediction highly depends on the Life cycle management (LCM) procedure. In this section, we try to explore the potential specification impacts corresponding various LCM aspects.
As described in the SID, it has agreed that studying AI mobility specific enhancement should follow the Rel-19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc). In fact, it has almost agreed the logical general framework on AI/ML for NR Air interface during the Rel-18 study item. And where in the RAN2 part, LCM aspects like model inference, model training, data collection, model transfer/delivery have been discussed, which are captured in TR 38.843 [3]. Hence, we think the conclusion of the study can be mostly reused for AI/ML based measurement events prediction.
[bookmark: OLE_LINK71]Proposal 4: The conclusion of the Rel-18 study can be mostly reused for the AI/ML based measurement events prediction.
Model inference 
To avoid misunderstanding, the term “UE sided model” is used in the sentence “AI/ML based measurement events prediction (UE sided model)” should be clarified at the beginning. According to the definitions of UE-side (AI/ML) model and AI/ML model inference in TR 38.834, show us that the “UE sided model” implies that the trained AI/ML model is deployed at the UE. In other words, the model inference function resides on the UE side in the AI/ML based measurement events prediction case. 
	TR 38.834
UE-side (AI/ML) model: An AI/ML Model whose inference is performed entirely at the UE.
AI/ML model Inference: A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.


[bookmark: OLE_LINK72]Observation 5: Model inference is located at UE side in AI/ML-based measurement event prediction.  
As discussed in chapter 2.1, we think that both measurement event trigger prediction and measurement event parameters prediction can be regarded as representative sub use cases in the AI/ML-based measurement event prediction. 
For measurement event trigger prediction, UE should report the inference outputs to the NW when the UE model performs model inference and generates the inference outputs, which include the predicted RSRP/RSRQ/SINR. Additionally, may include a time of predicted RSRP/RSRQ/SINR, which means that the time of the measurement event trigger is predicted by the model. However, the UE can’t report inference outputs too frequently, as the signaling overhead should be controlled. So the NW should provide configuration to the UE to control the inference outputs reporting of measurement event trigger prediction.
[bookmark: OLE_LINK86]Proposal 5: For measurement event trigger prediction, study the reporting mechanism
For measurement event parameters prediction, AI/ML model has the capability to infer some more appropriate parameters on measurement events for the event-trigger reporting scheme, which can be used to adjust the parameters configured by NW. However, which entity makes the adjustment on measurement event parameters should be further studied.
[bookmark: OLE_LINK74]Proposal 6: Which entity makes the adjustment on measurement event parameters should be  studied in the measurement event parameters prediction case.
From our perspective, either NW or UE can adjust the configured parameters of measurement event.  
- NW executes the adjustment on measurement event parameters
Considering that the inference outputs are generated at UE side in the AI/ML based measurement events prediction, the UE needs to report the predicted measurement event parameters. However, according to the specification, UE only reports measurement results (RSRP, RSRQ, SINR), measID, cell ID, beam index and so on. It can be found that the legacy reporting scheme do not support reporting the new information. Hence, how to report these new information needs to be further studied, e.g., introduce a new reporting mechanism. Moreover, the corresponding configuration also should to be considered.
- UE executes the adjustment on measurement event parameters
For some time-sensitive services, or slight change of measurement event parameters, UE may directly execute the related adjustment to reduce the reporting delay and decrease the signalling overhead. The first potential enhancement is to allow the UE enable to perform the adjustment operations. Furthermore, the legacy measurement report may also need to be enhanced. For example, to distinguish whether event-trigger reporting based on the legacy configured parameters or the predicted parameters. 
[bookmark: OLE_LINK87]Proposal 7: Regarding the model inference in measurement event parameters prediction, study the following potential specification impact:
-  If NW executes the adjustment on measurement event parameters: How to report the predicted measurement event parameters, i.e., design a new reporting mechanism; 
-  If UE executes the adjustment on measurement event parameters: How to enable the UE to perform the adjustment operations; 
Model training 
The discussion for model training entity is necessary since it may influence the study of some other LCM aspects, e.g., model transfer/delivery, data collation. For AI/ML based measurement events prediction (UE sided model), we share the opinions for UE-side model training and NW-side model training. 
- UE-side model training: UE (i.e., UE itself, UE-side OTT server) has more different kinds of data for training. Firstly, it can obtain more measurements results since it supports all RRC states. On the other hand, UE’s trajectory information is also easily to get, which is important for the mobility case. In addition, training at UE side can also reduce the training data transmission burden of the air interface. Therefore, UE side has capability to train the UE-specific AI/ML model. We think it is natural to apply a UE-specific AI/ML model for UE-side AI/ML based measurement events prediction.
- NW-side model training: NW (i.e., gNB, OAM) can explore a series of UEs’ behavior and gather various data from different UEs, hence, it can train the AIML model which has more generalization. Meanwhile, compared to UEs, NW typically has better computational, sufficient storage, and power capabilities, which is better to train the large AIML model. Hence, NW side is used to train the area-specific/cell-specific AI/ML model. The AI/ML based measurement events prediction case for mobility may be particularly well suited to area-specific/cell-specific AI/ML models.
[bookmark: OLE_LINK88]Proposal 8: For AI/ML based measurement events prediction, consider that the model training resides at the UE side or NW side, respectively.
Data collection
High-quality data is crucial for AI/ML model since it directly impacts the performance, accuracy, and reliability of the certain AI/ML model. Rel-18 RAN1 has agreed that data collection may be performed for different purposes in LCM. Similar with RAN1 discussion, RAN2 should provide the different requirements of LCM aspects including model training, model inference, and performance monitoring. for the AI/ML-based measurement event prediction. For example, data content, data size, typical latency requirement, and so on. Subsequently, analyze the existing data collection frameworks and trend to explore the potential specification enhancement. Given the discussion of existing data collection frameworks captured in [2], which can be regarded as a starting point.
[bookmark: OLE_LINK89]Proposal 9: Regarding the data collection for AI/ML-based measurement event prediction, study the following potential specification impact: 
- Study the data content for different LCM aspects, including model training, model inference, and performance monitoring;
- Study the data collection framework, and the discussion of existing data collection frameworks results regarded as a starting point, if applicable.
Conclusion
Observation 1: In the measurement events reporting prediction, the predicted measurement results can be reported in advance, which can bring significant gains to HO, for example, reduces the possibility of too-late HO.
Proposal 1: Measurement event trigger prediction can be regarded as a representative sub use case in AI/ML-based measurement event prediction. 
Observation 2: There may be an overlap in predicted measurement results between measurement event trigger prediction and time domain RRM measurement prediction.
Proposal 2:  It is suggested to clarify the boundary between measurement event trigger prediction and time domain RRM measurement prediction if the measurement event trigger prediction is selected to be a representative sub use case in AI/ML-based measurement event prediction. 
Observation 3: The inferred measurement event parameters based on AI/ML model are useful to adjust the configured parameters, which can significantly reduce the inefficient HOs.
Proposal 3: Measurement event parameters prediction can be regarded as a representative sub use case in AI/ML-based measurement event prediction.
Proposal 4: The conclusion of the Rel-18 study can be mostly reused for the AI/ML based measurement events prediction.
Observation 5: Model inference is located at UE side in AI/ML-based measurement event prediction.  
Proposal 5: For measurement event trigger prediction, study the reporting mechanism
Proposal 6: Which entity makes the adjustment on measurement event parameters should be studied in the measurement event parameters prediction case.
Proposal 7: Regarding the model inference in measurement event parameters prediction, study the following potential specification impact:
-  If NW executes the adjustment on measurement event parameters: How to report the predicted measurement event parameters, i.e., design a new reporting mechanism; 
-  If UE executes the adjustment on measurement event parameters: How to enable the UE to perform the adjustment operations; 
Proposal 8: For AI/ML based measurement events prediction, consider that the model training resides at the UE side or NW side, respectively.
Proposal 9: Regarding the data collection for AI/ML-based measurement event prediction, study the following potential specification impact: 
-  Study the data content for different LCM aspects, including model training, model inference, and performance monitoring;
-  Study the data collection framework, and the discussion of existing data collection frameworks results regarded as a starting point, if applicable.
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