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Introduction
Data collection is a very important function in the AIML-based LCM, which is used to provide the input data to the different LCM aspects (i.e., model inference, monitoring, and training). During the Rel-18 study, RAN2 has put a lot of effort into analyzing the existing data collection mechanisms, which are listed in the following Table 7.3.1.2-1, captured in TR38.843[1].
	Table 7.3.1.2-1. Existing data collection methods identified.
	Involved network entity (termination point)
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(Data can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
2) Air interface signalling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(Data can be utilized by gNB)
	[bookmark: OLE_LINK46]CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signalling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reporting 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signalling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signalling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signalling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
2) Air interface signalling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive network request message (~20ms)
2) Air interface signalling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- Network-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
**** Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.


In this contribution, we provide our views on NW-side data collection for training in CSI and beam management use cases. 
Decision
[bookmark: OLE_LINK4][bookmark: OLE_LINK40]During the Rel-18 study, RAN1 sent an LS reply about data collection in R1-2308730 [2], which confirmed the requirements of data collection for different LCM aspects (i.e., model training, model inference, and model monitoring) per use case, including data content, typical data size, reporting type, and typical latency requirement. Moreover, RAN2 has fully discussed the existing data collection frameworks and evaluated their applicability and usefulness for AI/ML-based data collection. The agreements about NW-sided training data collection are outlined below, which consider the gNB-centric data collection mechanism and OAM-centric data collection mechanism. 
	TR 38.843
…….
Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.

Furthermore, and regarding the use cases in this study, the following is considered. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK10][bookmark: OLE_LINK2]For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  

On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.

For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


[bookmark: OLE_LINK5]gNB-centric training data collection
[bookmark: OLE_LINK45][bookmark: OLE_LINK16][bookmark: OLE_LINK14][bookmark: OLE_LINK6]For the gNB-centric data collection for model training, means that the gNB can configure the UE to initiate/terminate the data collection procedure. As described in TR 38.843[1], it mentioned that UE may use L3 signalling to report the collected data to the gNB, which can be used in CSI and beam management use cases.
Considering the data size is the one of most important determining factors for assessing the existing data collection frameworks for training data collection, RAN1 provided the examples to roughly illustrate the data size even if it has no agreements about the typical data size for model training per use case, we summary that in Table1.
Table1: The typical data size for model training in some example
	Use case
	Data content for model training 
	Data size (example)

	[bookmark: OLE_LINK17]CSI prediction
	target CSI (precoding matrix or channel matrix),
	[bookmark: OLE_LINK12][bookmark: OLE_LINK48]In floating point format (32 bits per sample), the channel matrix for 4 layers, 19 subbands (one matrix per subband), 32 ports needs around 150 kilobits per CSI-RS instance. Assuming 10 CSI-RS observation instances as input, the total is around 1.5M bits.

	[bookmark: OLE_LINK36]Beam management
	[bookmark: OLE_LINK47]L1-RSRPs and/or beam-IDs from Set A is the training data for the NW-side model
	[bookmark: OLE_LINK50][bookmark: OLE_LINK49]for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits). 


[bookmark: _Toc20606][bookmark: OLE_LINK28]Observation 1: For data collection of NW-sided training, the collected data (i.e., target CSI/L1-RSRP/beam ID) is generated by UE and terminated at the NW, the corresponding data size is up to 1.5M bits (target CSI), or 500 bits (Set A = 128).
[bookmark: OLE_LINK15][bookmark: OLE_LINK23][bookmark: OLE_LINK27][bookmark: OLE_LINK35][bookmark: OLE_LINK56][bookmark: OLE_LINK19]From our perspective, L3 signalling may be used for gNB-centric training data collection in the beam management use case, but it is unsuitable for CSI prediction use case. Given the limitation of L3 signalling (RRC message) size, the maximum size per RRC signalling reporting is 9kbyte. Moreover, if the RRC segmentation is supported, the uplink RRC message can support a payload with 144kbyte.  Hence, a single RRC signalling can carry hundreds sets of training data for beam management based on the data size in Table1. On the other hand, since the model trained by NW is usually area-specific, or cell-specific, so NW can gather more training data from many UEs. In this sense, the L3 signalling can achieve a complete training data collection for beam management. However, a set of training data size is around 1.5M bits in CSI prediction, while UE is required to report multiple sets of such data to gNB for training. Therefore, it is hard and unacceptable to use an uplink RRC message to transmit the training data for the CSI prediction use case.
[bookmark: OLE_LINK8][bookmark: OLE_LINK58][bookmark: OLE_LINK20][bookmark: OLE_LINK22][bookmark: OLE_LINK24][bookmark: OLE_LINK9]Proposal 1: For gNB-centric training data collection, L3 signalling can be used for beam management use case. 
Proposal 2: For gNB-centric training data collection, L3 signalling is unacceptable to CSI prediction use case.
In our understanding, the L3 signalling mechanism includes two kinds of data collection frameworks, including L3 measurement reporting (RRM reporting) and UE assistant information (UAI).
- L3 measurement reporting (RRM reporting)
[bookmark: OLE_LINK30][bookmark: OLE_LINK37][bookmark: OLE_LINK29][bookmark: OLE_LINK38][bookmark: OLE_LINK42][bookmark: OLE_LINK39][bookmark: OLE_LINK43][bookmark: OLE_LINK44]In the legacy L3 measurement reporting framework, UE reports the measurement results based on the measurement configurations, the framework with beam measurement results is straightforward to be used for the data collection. However, the legacy measurement results only include the beam index, it is not supported if the measurement result per beam is L1-RSRP, therefore, the new AIML data content should be indicated in the L3 measurement configuration and/or reporting configuration. Moreover, there is only a single measurement result can be collected and reported to the gNB in the legacy L3 measurement reporting, which is unable to satisfy the large data size requirement of model training. One alternative is to use UE to perform multiple reports for the collected training data, while it will increase the signalling overhead and power consumption. Then, the current event-trigger reporting about measurement results is used to assist the HO decision, the measurement event conditions seem not applicable to trigger the training data for AIML. Hence, we suggest to consider the new criteria for training data collection, which is used to log the training data in legacy L3 measurement reporting, e.g.:
· Data size is larger than a threshold. 
· Collecting time of data collection meets a defined time duration.
[bookmark: OLE_LINK21][bookmark: OLE_LINK32][bookmark: OLE_LINK31]- UE assistant information (UAI)
[bookmark: OLE_LINK3]In the current UAI framework, UE sends the UAI message to gNB based on the configuration, or UE satisfies some criterion configured by NW. UAI message is used to transfer the UE’s preference or a specific status. The UAI framework is flexible for the configuration. Hence, we think it also can be used for the data collection of model training. Similar to the discussion of L3 measurement reporting, on the one hand, UAI needs to support the beam measurement results transmission, such as L1-RSRP. On the other hand, to reduce the signalling overhand, new criteria need to be introduced and can be configured in the RRCReconfiguration message. The criteria is same as the L3 measurement reporting 
Proposal 3: L3 signalling used for training data collection, which can be L3 measurement reporting and UE assistant information (UAI).
[bookmark: OLE_LINK18]Proposal 4: To support overhead reduction for L3 signnaling, NW should configure the new criteria for training data collection, e.g:
· Data size is larger than a threshold. 
· Collecting time of data collection meets a defined time duration.
[bookmark: OLE_LINK34][bookmark: OLE_LINK33]In addition, in the current NR specification, UL dedicated message segmentation only applies to UECapabilityInformation and MeasurementReportAppLayer, where SRB1 is used at the transfer of segments of UECapabilityInformation and SRB4 is used at the transfer of segments of MeasurementReportAppLayer. Thus, if the size of the training data is larger than the limit of 9kbytes, in order to support the training data collection based on the L3 measurement reporting and UAI, it is suggested that L3 measurement reporting and UAI can support the RRC segmentation, with a payload size of 144kbyte.
Proposal 5: Suggest that L3 measurement reporting and UAI can support the RRC segmentation, if needed.
- New RB for gNB-centric training data collection
[bookmark: OLE_LINK25][bookmark: OLE_LINK26]As above discussion, in certain use cases, the scale of training data is large, and using the conventional control plane transmission approach (i.e., RRC message) is impractical. This not only increases the signaling overhead but also occupies other control information transmission resources. Hence, we think introduce a special Radio Block (RB) for collecting the training data. Contrary to the legacy DRB, the establishment of this RB is terminated between the UE and gNB. 
[bookmark: OLE_LINK7]Proposal 6: Consider using a new RB to support the training data collection, which is terminated between the UE and gNB.
OAM-centric training data collection
[bookmark: OLE_LINK11]MDT framework is natural to use for OAM-centric training data collection, since the terminated node is OAM/TCE. Considering the corresponding Uu signalling is also smaller than 9kbyte. There, similar to the discussion of gNB-centric data collection, the MDT framework is only applicable to beam management use case. Moreover, the MDT framework includes logged MDT and immediate MDT. 
[bookmark: OLE_LINK52]Proposal 7: For OAM-centric training data collection, the MDT framework can be used for beam management use case, but cannot be used for the CSI prediction use case.
[bookmark: OLE_LINK53]In the current logged MDT framework, gNB sends the LoggedMeasurementConfiguration message to the connected UE, which is used to configure the UE to log the measurement results, while the UE starts to perform the logging when it is in inactive/idle state. Subsequently, if the UE accesses NW again, gNB may retrieve stored logged measurement information utilizing the UE information procedure. Considering the logged MDT can only be enabled for idle/inactive UEs, there is a limitation for AIML-based data since the training data (L1-RSRP) for beam management is only obtained in the connected UEs. Therefore, we suggest the logged MDT framework should not be considered for the training data collection framework. 
[bookmark: OLE_LINK55]Proposal 8: Logged MDT framework should not be considered for the training data collection framework.
[bookmark: OLE_LINK41][bookmark: OLE_LINK13]The immediate MDT framework is applied in connected UE, which includes the UE measurement configuration. More specifically, the configuration for UE measurements is based on the existing RRC measurement procedures for configuration and reporting RRM measurement results, also with some extensions for location information, the information is terminated at TCE/OAM by gNB in the immediate MDT.  It is obvious that the immediate MDT framework is similar to the RRM measurement framework over the air interface. Hence, we think the mentioned enhancements for collecting the training data in the RRM measurement framework can be reused in the immediate MDT.
Observation 2: Immediate MDT framework is similar to the RRM measurement framework over the air interface. 
Proposal 9: Immediate MDT framework is recommended to be used for training data collection. 
Conclusion
Observation 1: For data collection of NW-sided training, the collected data (i.e., target CSI/L1-RSRP/beam ID) is generated by UE and terminated at the NW, the corresponding data size is up to 1.5M bits (target CSI), or 500 bits (Set A = 128).
Proposal 1: For gNB-centric training data collection, L3 signalling can be used for beam management use case. 
Proposal 2: For gNB-centric training data collection, L3 signalling is unacceptable to CSI prediction use case.
Proposal 3: L3 signalling used for training data collection, which can be L3 measurement reporting and UE assistant information (UAI).
Proposal 4: To support overhead reduction for L3 signnaling, NW should configure the new criteria for training data collection, e.g.:
· Data size is larger than a threshold. 
· Collecting time of data collection meets a defined time duration.
Proposal 5: Suggest that L3 measurement reporting and UAI can support the RRC segmentation, if needed.
Proposal 6: Consider using a new RB to support the training data collection, which is terminated between the UE and gNB.
Proposal 7: For OAM-centric training data collection, the MDT framework can be used for beam management use case, but cannot be used for the CSI prediction use case.
Proposal 8: Logged MDT framework should not be considered for the training data collection framework.
Observation 2: Immediate MDT framework is similar to the RRM measurement framework over the air interface. 
Proposal 9: Immediate MDT framework is recommended to be used for training data collection. 
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