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1. Introduction

A new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been agreed in RAN#102, the following parts are led by RAN2 [1]:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 

· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection

· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 

· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

In this contribution, we will focus on LCM discussion for UE-sided model except model transfer/delivery part and data collection for model training purpose.
2. Discussion 
2.1 General Aspects on Life Cycle Management for UE-sided model
During the study item period, the discussion on general aspect for life cycle management was one of the focuses for this AI/ML topic over the air. The following aspects are listed into the TR conclusion part for information [2]:

The following aspects have been studied for the general framework of AI/ML over air interface for one-sided models and two-sided models:

· Various Network-UE Collaboration Levels

· Functionality-based LCM and model-ID-based LCM

· Functionality/model selection, activation, deactivation, switching, fallback

· Functionality identification and model identification

· Data collection

· Performance monitoring

· Various model identification Types and their use cases

· Reporting of applicable functionalities/models

· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE

· Model delivery/transfer and analysis of various model delivery/transfer Cases

The above studied aspects for General Framework can be considered for developing/specifying AI/ML use cases and common framework (if needed for some aspects) across AI/ML use cases.

If you carefully look into the bullets above, you can find that many aspects are overlapping with each other. For instance, Functionality-based LCM is a generic concept which can include data collection, performance monitoring and other function blocks. Too many overlapping LCM concepts are introduced during the study phase, which is definitely not helpful for our technical discussion, even make our discussion complicated. 
Observation 1: Too many overlapping LCM concepts are introduced during the study phase, which is definitely not helpful for our technical discussion, even make our discussion complicated.
To be honest, this study item on AI/ML is something new for air interface, all companies need to learn new knowledge beyond the existing none-AI based technology, so it’s necessary and reasonable that we need to define some AI/ML specific terminology in the very beginning to align the basic understanding among companies, for example the definition of model training/model inference, but after several meetings, RAN1 and RAN2 still created new terminology like functionality identification and model identification, condition, additional condition and applicable condition. In the end, RAN1 and RAN2 even can’t be aligned with each other on the meaning of the same terminology. More addition, the necessity of some terminologies is still questionable even we gave the terminology definition several meetings ago, e.g. model identification. The consequence for this discussion style is also quite clear, RAN1 and RAN2 spent lots of time to clarify how it works for each new terminology, but can’t get consolidated understanding one meeting after another. We think the key point is that we spend too much effort on the new terminology itself, but ignore the basic requirements on what functionality we want to achieve for each LCM procedure. 
Observation 2: During the study phase, RAN1 and RAN2 spent lots of time to clarify some new terminologies itself, but ignored the basic requirements on what functionality we want to achieve for each LCM procedure.
To make our discussion efficient during the work item phase, we suggest to focus on what functionality/requirements we want to achieve for each LCM procedure and de-prioritize the discussion on whether we need to introduce new terminology or what terminology we should use. In our understanding, once the functionality/requirements for each LCM procedure is clear enough, the terminology itself will never be a big issue.
Proposal 1: During the work item phase, RAN2 should prioritize the discussion on what functionality/requirements RAN2 wants to achieve for each LCM procedure and de-prioritize the discussion on whether RAN2 needs to introduce new terminology or what terminology RAN2 should use for a specific LCM procedure.
Before going to a specific LCM procedure, it would be better if RAN2 can first clarify what type of UE-sided model is our focus, we think RAN2 has identified the following two types of UE-sided model during the study item phase:
Type1 UE-sided model: UE-sided model without network involvement, i.e. implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signaling, RS) collaboration between network and UE.
Type2 UE-sided model: UE-sided model with network involvement, i.e. dedicated AI/ML-specific enhancement is needed between network and UE for at least one of the LCM related signaling.
Although it’s obvious that this work item will focus on Type2 UE-sided model, it’s still helpful to achieve this common understanding in the very beginning.
Proposal 2: For UE-sided model, RAN2 will focus on UE-sided model with network involvement, i.e. focus on UE-sided model for which dedicated AI/ML-specific enhancement is needed between network and UE for at least one of the LCM related signaling.
2.2 Functionality based LCM
During the study item phase, we got a nice picture to illustrate the overall framework for the whole LCM procedures [2]:
Note: The functional framework and high-level procedures defined in this TR should not prevent from “thinking beyond” them during a normative phase if any use case requires so.  
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Figure 4.4-1: Functional framework for AI/ML for NR Air Interface

Based on the note above the picture, it’s obvious that this functional framework for LCM procedures is a just an example for people to briefly understand how LCM looks like in general, so RAN2 discussion can use the above functional framework as the baseline, but people still can be “thinking beyond” if the justification is clear enough. 

The functionality framework above can be analyzed per LCM procedure, but the question is that which LCM procedure should be discussed first. As we know, some LCM procedures may have dependency with each other, for instance, UE capability signaling design and additional condition reporting, we should try to figure out the way to clarify the dependency/relationship between LCM procedures; otherwise, the discussion will be divergent on the dependency part. In our understanding, functionality management LCM block can be the starting point. If you look at the functionality framework above, functionality management LCM block almost has connection to all other LCM blocks, which means once the most challenging LCM procedure is clarified and solved, the remaining LCM procedures can be treated easily.
In our view, functionality management for UE-sided model with network involvement can be divided into three periods:
Functionality management period 1: the period before functionality/model activation.
Functionality management period 2: the period to activate a functionality/model.
Functionality management period 3: the period after functionality/model is activated.
Figure 1 is the overall signaling flow example on LCM for UE-sided model:
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Figure 1 Overall signaling flow example on LCM for UE-sided model
In the following sub-clauses, we’d like to organize the discussion based on three periods above.
2.2.1 Functionality management period 1: the period before functionality/model activation
For functionality management period 1, we think the key task is to get enough assistant info to judge whether the conditions to activate a functionality/model are fulfilled. In order to understand what kinds of assistant info may be needed. Two potential scenarios can be further considered:
Model activation decision scenario 1: For UE-sided model with network involvement, functionality/model activation decision is suggested and made by network itself.
Model activation decision scenario 2: For UE-sided model with network involvement, functionality/model activation decision is suggested by UE side but final decision is made by network.
At this early stage, we think RAN2 should further evaluate both scenarios above, so we propose:

Proposal 3: For UE-sided model with network involvement, RAN2 can further consider the following two scenarios:

Scenario 1: functionality/model activation decision is suggested and made by network itself.

Scenario 2: functionality/model activation decision is suggested by UE side but final decision is made by network.

For scenario 1, this scenario is consistent with legacy style, i.e. network triggers the functionality/model activation, UE just follows the decision from the network side. From network perspective, to make a proper decision on functionality/model activation, the following four types of assistant info can be further evaluated:
Type1 assistant info: assistant info via UE capability signaling, e.g. capability parameters associated with AI/ML feature/feature group.
Type2 assistant info: long-term assistant info, e.g. functionality/model meta data.
Type3 assistant info: assistant info via signaling other than UE capability signaling, e.g. additional/applicable condition.
Type4 assistant info: (near)real-time assistant info, e.g. current network configuration and/or resource status and/or other (near)real-time info.
Scenario 1 is illustrated in Figure 2 below for information: 
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Figure 2 Model activation decision is suggested and made by network side for UE-sided model
We think Type1 assistant info and Type3 assistant info can be analyzed first among the four types of assistant info above as RAN2 already had some high-level discussion on them during the study item phase as listed below [3]:
	Agreements 

1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:

· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.

2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 

4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  


Although during the study phase, RAN2 concluded that additional condition reporting can be defined and discussed in normative phase, the technical reason to motivate additional condition reporting is still not clear enough. We understand the motivation comes from the limitation of UE capability signaling. In legacy, the capability parameters via capability signaling refer to feature/feature group, which usually will not be changed frequently after the UE turns on. Once UE indicates the support of some features/feature groups via capability signaling, network can activate the corresponding functionality via feature/feature group specific configuration. This logic works well in legacy as the non-AI capability parameters are semi-static and there is no such case that UE indicates the support of some features/feature groups via capability signaling but can’t accept the feature/feature group specific configuration to enable the corresponding functionality (Error case is a separate discussion).
Observation 3: In legacy, non-AI capability parameters are semi-static and there is no such case that UE indicates the support of some features/feature groups via capability signaling but can’t accept the feature/feature group specific configuration to enable the corresponding functionality.
When it comes to AI related capability, the situation may be totally different considering the UE may frequently update the deployed AI model due to mobility or network environment update. According to RAN1 simulation results during the study phase, site/scenario specific models get more gains than non-AI benchmark method, so RAN2 cannot assume that one generalized AI model can fit all sites/scenarios for a feature/feature group. 
Observation 4: Site/scenario specific models get more gains than non-AI benchmark method based on RAN1 observations, RAN1 simulation results have not proved that one generalized AI model can fit all sites/scenarios for a feature/feature group.

We think from RAN2 perspective, Observation 4 above should be considered as the baseline assumption for UE capability and additional condition discussion.

Proposal 4: For UE-sided model, the discussion on LCM also needs to consider site/scenario specific models in R19, i.e. RAN2 cannot assume that one generalized AI model can always fit all sites/scenarios for a feature/feature group in R19.
If people still think P4 above is something with RAN1 dependency, we’re also fine to confirm P4 with RAN1 via LS exchange.
Proposal 4a: Send LS to RAN1 to confirm the RAN2 understanding in P4.
If P4 is confirmed, the next question is that how frequently UE will update the deployed site/scenario specific models. The answer is super important as the answer will definitely decide whether RAN2 needs to introduce addition condition reporting via non-capability signaling. Two types of model update scenario can be further evaluated:

Type1 model update scenario: UE usually updates the deployed site/scenario specific models after relatively long time, e.g. model update via OTA per season/year/release.
Type2 model update scenario: UE may update the deployed site/scenario specific models after relatively short time, e.g. model update via OTA due to cell change or network environment change.
Note: model update via model transfer is a separate discussion.
The pros and cons are given in Table 1 for the two types of model update scenario:
Table 1 Pros and cons comparison for the two types of model update scenario
	
	Pros
	Cons

	Type1 model update: UE usually updates the deployed site/scenario specific models after relatively long time, e.g. model update via OTA per season/year/release
	1. Additional condition reporting via dynamic signaling, e.g. UAI, may be avoided as UE capability signaling can be used to indicate which  site/scenario specific model UE has been deployed.
2. Quite small overhead in general over the air due to model update, i.e. UE capability signaling may be reused to inform the network of the model update status at UE side.
	1. The scenario in which AI method can be used is quite limited as the UE cannot update site/scenario specific models in time according to the recent communication environment.
2. If UE capability signaling is used to indicate which  site/scenario specific model UE has been deployed, the granularity of AI capability parameters may need more spec effort.

	Type2 model update: UE may update the deployed site/scenario specific models after relatively short time, e.g. model update via OTA due to cell change or network environment change
	1. The scenario in which AI method can be used is quite broad as the UE can update site/scenario specific models in a short time according to the recent communication environment, which can alleviate the applicable scenario limitation of site/scenario specific model.
2. UE side model update may not necessarily cause AI capability parameters update if the granularity of AI capability parameters is coarse enough and addition condition reporting procedure via dynamic signaling, e.g. UAI, can be used to inform the network of the model update status at UE side
	1. Apart from the AI/ML specific enhancement for UE capability signaling, RAN2 may also need to consider how to design the signaling for additional condition reporting.


Based on the analysis in Table 1, we slightly think Type2 model update scenario should be prioritized in R19, but we’re also fine to consider both scenarios in the very beginning.
Proposal 5: For UE-sided model, RAN2 is requested to discuss which of the following model update scenarios is the focus in R19:
Type1 model update scenario: UE usually updates the deployed site/scenario specific models after relatively long time, e.g. model update via OTA per season/year/release.
Type2 model update scenario: UE may update the deployed site/scenario specific models after relatively short time, e.g. model update via OTA due to cell change or network environment change.

Note: model update via model transfer is a separate discussion.
Similar with P4, the decision on P5 may involve RAN1, we’re ok to ask questions to RAN1 for clarification.
Proposal 5a: Send LS to RAN1 to ask the view on P5.
Based on the analysis above, we now have some initial consideration for Type1 assistant info and Type3 assistant info. 
Regarding to Type2 assistant info (long-term assistant info, e.g. functionality/model meta data), people have different understanding on how network can get such kind of data:

Understanding 1: network gets functionality/model meta data via offline manner, i.e. model provider provides meta data per functionality/model to the operator via engineering implementation.
Understanding 2: network gets functionality/model meta data via online manner, i.e. UE provides meta data per functionality/model to the network via over the air signaling, i.e. network has no functionality/model meta data before UE reporting online.
In our view, understanding 1 makes more sense. Usually from operator perspective, all UE-sided model with network involvement should be verified and tested by the operator before activated within the operator network; otherwise, the model is not trustworthy and the performance is also not guaranteed. Before making the decision, we need to get this common understanding.

Proposal 6: For UE-sided model, all UE-sided model with network involvement should be verified and tested by the operator before activated within the operator network.
For understanding 1, model verification and testing task is also part of the engineering implementation, the feasibility is pretty high. When it comes to understanding 2, people may argue that we can consider online model verification and testing for understanding 2, which means model verification and testing task is achieved via 3GPP signaling exchange between UE and network. Even this method is possible in theory, the feasibility is still challenging as online model verification and testing is totally something new for 3GPP, we’re not sure how far we can go in R19, so we suggest to prioritize the understanding 1.
Proposal 7: For UE-sided model, RAN2 assumes the following understanding should be prioritized:

Network gets functionality/model meta data via offline manner, i.e. model provider provides meta data per functionality/model to the operator via engineering implementation.
Proposal 7a: For UE-sided model, RAN2 assumes the following understanding should be de-prioritized:

Network gets functionality/model meta data via online manner, i.e. UE provides meta data per functionality/model to the network via over the air signaling.
As for Type4 assistant info: (near)real-time assistant info, e.g. current network configuration and/or resource status and/or other (near)real-time info, this type of info may be variable even in short term. Usually, network can get this type of info via implementation, the motivation to specify something is unclear for now.
Proposal 8: For UE-sided model, RAN2 is requested to discuss whether there exists any type of (near)real-time assistant info, e.g. UE current status, which should be acquired by the network before functionality/model activation, and such kind of info cannot be acquired via network implementation.

So far, we complete the initial analysis for Scenario 1: functionality/model activation decision is suggested and made by network itself. 

Now, we start to consider Scenario 2: functionality/model activation decision is suggested by UE side but final decision is made by network.
For scenario 2, we understand UE may explicitly suggest which functionality/model should be activated in UL message. Actually, this UE behavior is not contradictory with Scenario 1 as the UE suggestion may be considered as part of Scenario 1 Type4 assistant info, so we’re open to discuss. It should be noted that even suggested by the UE, it’s still up to network implementation on whether to activate the corresponding functionality/model.
Proposal 9: For UE-sided model, RAN2 is requested to discuss whether UE can explicitly suggest which functionality/model should be activated in UL message.
2.2.2 Functionality management period 2: the period to activate a functionality/model

The network may be ready to activate a functionality/model after getting enough assistant info from functionality management period 1. The signaling type, e.g. RRC or MAC CE or DCI, may be one of our focus for functionality/model activation, but we think it’s still too early to discuss which signaling will be adopted to activate a functionality/model. The reason is that it’s still unclear what kind of parameter is fundamental to activate a functionality/model. Once we give a clear answer for above question, it may be quite easy to decide the signaling for functionality/model activation in our view.
In sub-clause 2.1.1, we suggest RAN2 assumes site/scenario specific models is the baseline assumption in R19. If this is something with common understanding, it’s quite obvious that UE may store multiple models associated with the same functionality, Table 2 below is a typical example to reflect the assumption:
Table 2 A example scenario in which multiple models are associated with the same functionality
	
	Model Type
	Meta data associated with the corresponding type of model

	Functionality 1
	Type 1 Model
	Meta data 1

	
	Type 2 Model
	Meta data 2

	
	Type 3 Model
	Meta data 3

	Functionality 2
	Type 1 Model
	Meta data 1

	
	Type 2 Model
	Meta data 2


In Table 2, Three types of model are associated with Functionality 1, each model type is differentiated via different meta data. For instance, Functionality 1 is spatial domain beam prediction, Type 1 Model is trained with dataset 1 under configuration 1/Scenario 1, Type 2 Model is trained with dataset 2 under configuration 2/Scenario 2 and Type 3 Model is trained with dataset 3 under configuration 3/Scenario 3.
Usually network will activate a functionality via a specific configuration(s) associated with that functionality, this is the way we adopt in legacy without ambiguity. When it comes to AI/ML functionality activation, the question is that whether we can follow the same style as legacy to activate an AI/ML functionality. Two situations may happen for R19 AI/ML discussion:
Situation 1: The configuration(s) used to activate an AI/ML functionality can specifically refer to a single model type within the same functionality.
For Situation 1, even if UE stores multiple model types for the same functionality, UE still can select the right model type based on network configuration(s) as there is one-to-one mapping between configuration(s) and model type within the same functionality. 

Observation 5: If there is one-to-one mapping between network configured configuration(s) and model type within the same functionality, UE can directly do the model type selection via network configured configuration(s), i.e., no extra assistant info is needed to help UE to select the model type within the same functionality.
Situation 2: The configuration(s) used to activate an AI/ML functionality cannot specifically refer to a single model type within the same functionality, i.e. the configuration(s) used to activate an AI/ML functionality is shared by multiple model types of the same functionality.

For Situation 2, configuration(s) itself may not be enough to help the UE to directly select the wanted model type under one functionality because the configuration(s) is shared by multiple model types of the same functionality.

Observation 6: If there is one-to-multiple mapping between network configured configuration(s) and model type within the same functionality, UE cannot directly do the model type selection only based on network configured configuration(s), i.e. other assistant info may be needed to help UE to select the model type within the same functionality.
To have a baby step on functionality activation operation, we suggest RAN2 to confirm O5 and O6 above:

Proposal 10: During the period to activate a functionality/model, RAN2 is requested to confirm the following understanding:

if there is one-to-one mapping between network configured configuration(s) and model type within the same functionality, UE can directly do the model type selection via network configured configuration(s), i.e., no extra assistant info is needed to help UE to select the model type within the same functionality;

if there is one-to-multiple mapping between network configured configuration(s) and model type within the same functionality, UE cannot directly do the model type selection only based on network configured configuration(s), i.e. other assistant info may be needed to help UE to select the model type within the same functionality.
For Situation 2, other assistant info may still be needed for UE side model type selection, in our view, “other assistant info” can be categorized into two types:
Type 1 assistant info used for UE side model type selection: assistant info coming from UE internally, e.g. UE speed.
Type 2 assistant info used for UE side model type selection: assistant info coming from network side, e.g. network configuration apart from configuration(s) carried in RRC reconfiguration message and/or system information.
For Type 1 assistant info used for UE side model type selection, UE can select the desirable model type via UE implementation after receiving the network configured configuration(s) as the extra assistant info needed for model type selection is acquired by UE itself. In this case, model type selection can be transparent to network side. Even if UE selects another model type later due to UE speed change, the model switching behavior is also transparent to network side if the network configuration(s) to activate the AI functionality is still valid for the newly selected model type of the same functionality.
Proposal 11: For UE-sided model, if extra assistant info is needed to help UE to select the model type within the same functionality apart from the network configured configuration(s) used for AI functionality activation, and all required extra assistant info can be acquired by UE implementation, in this case, how UE does model type selection after receiving the network configured configuration(s) used for AI functionality activation is left to UE implementation, i.e. no spec effort is needed to specify the extra assistant info used for model type selection.
As for Type 2 assistant info used for UE side model type selection, usually this type of assistant info cannot be acquired by UE via implementation as this type of assistant info is related to network configuration/deployment based on RAN1 simulation observation in TR38.843 clause 6. For instance, different antenna height for UMa/UMi, ISD (inter-site distance). On one hand, not all network configuration/deployment can be specified; On the other hand, the data/deployment privacy may be another aspect that should be addressed. This deserves the discussion in RAN2 group.
Proposal 12: For UE-sided model, RAN2 is requested to discuss on whether we need to consider the following scenario:

Extra assistant info from network is needed to help UE to select the model type within the same functionality apart from the network configured configuration(s) used for AI functionality activation, and some extra assistant info is related to network configuration/deployment.
One remaining part is about which signaling should be used to activate an AI/ML functionality. The options are quite clear, i.e. RRC/MAC CE/DCI/any combination, but the question is that it doesn’t make sense if we don’t touch the stage 3 design details. Of course, RAN1 inputs are also needed.
Proposal 13: For UE-sided model, postpone the discussion on which signaling will be used to activate an AI/ML functionality until the stage 3 requirements are clear enough.
2.2.3. Functionality management period 3: the period after functionality/model is activated

After functionality/model is activated, we think the following LCM functionalities may be further involved:
- functionality/model inference
- functionality/model deactivation
- model switching
- Performance monitoring
- functionality/model fallback.
Let’s discuss one by one.
For functionality/model inference, the analysis highly relies on use case and input part and output part should be considered separately.
For beam management including BM case 1 and BM case 2, RAN1 gave the following guidance in the reply LS [4]:
· For CSI enhancement and beam management use case:

· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.

· For NW-sided model inference, input data can be generated by UE and terminated at gNB.

· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

For UE-sided model inference input on BM use cases, input data is internally available at UE. Of course, UE needs to listen to the reference signaling transmitted by the network. The reference signaling configurations for beam management purpose are configured via RRC configuration in legacy, it’s still unclear whether RAN1 has the intention to introduce AI/ML specific reference signaling configurations for AI/ML related beam management use cases. RAN1 should be the leader group for this part. 
As for assistance information that a model may additionally use as model input, RAN1 also has no conclusion yet based on the reply LS [4]:

Note: For the above replies for Assumption 1~4 in Part A, RAN1’s understanding is that “input data” in the RAN2 LS does not include assistance information that a model may additionally use as model input. In RAN1’s answer, RAN1 did not reply on assistance information, and informs RAN2 of related conclusions/agreements/observations in the Appendix.
We don’t think RAN2 can discuss this assistance information without RAN1 guidance as it relies on RAN1 simulation evaluation result, which is for sure out of RAN2 experience.
Proposal 14: For UE-sided model inference on beam management use cases, RAN2 assumes model input data is internally available at UE. RAN2 can revisit this assumption if RAN1 has different conclusion in the future.
For UE-sided model inference output on BM use cases, how the model output will impact L1 feedback is totally up to RAN1 discussion, no need to spend time on this in RAN2.
Proposal 15: For UE-sided model inference on beam management use cases, how the model output will impact L1 feedback is up to RAN1 discussion, i.e. RAN2 may trigger the discussion on model output per RAN1 request.

For positioning, based on latest WID scope, the following use cases will be the first priority [5]:
· Direct AI/ML positioning:

· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
For UE-sided model inference input on positioning use cases, RAN1 gave the following guidance in the reply LS [4]:

· For positioning enhancement use case:

· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.

· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.

· For gNB-sided model inference (Case 3a), input data is internally available at gNB.

· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.

· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Based on above, for UE-sided model inference input on positioning Case 1, input data is internally available at UE, similar situation with BM use cases, so we have the similar proposal:
Proposal 16: For UE-sided model inference on positioning Case 1, RAN2 assumes model input data is internally available at UE. RAN2 can revisit this assumption if RAN1 has different conclusion in the future.

For UE-sided model inference output on positioning Case 1, it seems no enchantment is identified yet, i.e. the legacy UE behavior can be reused.
The next topic is about functionality/model deactivation. We think the similar idea used for functionality/model activation analysis can be followed. Two potential scenarios can be further considered:

Model deactivation decision scenario 1: For UE-sided model with network involvement, functionality/model deactivation decision is suggested and made by network itself.

Model deactivation decision scenario 2: For UE-sided model with network involvement, functionality/model deactivation decision is suggested by UE side but final decision is made by network.

At this early stage, we think RAN2 should further evaluate both scenarios above, so we propose:

Proposal 17: For UE-sided model with network involvement, RAN2 can further consider the following two scenarios:

Scenario 1: functionality/model deactivation decision is suggested and made by network itself.

Scenario 2: functionality/model deactivation decision is suggested by UE side but final decision is made by network.

For scenario 1, this scenario is consistent with legacy style, i.e. network triggers the functionality/model deactivation, UE just follows the decision from the network side. From network perspective, to make a proper decision on functionality/model deactivation, some types of assistant info may be needed, for instance, performance monitoring report, this kind of data may be collected by network during the model running period, apart from performance monitoring report, the details of other assistant info used for functionality/model deactivation can refer to the analysis in sub-clause 2.1.1, there is no need to repeat the analysis again.
Proposal 18: For UE-sided model, RAN2 assumes if some assistant info is needed for the network to judge whether to deactivate an AI/ML functionality/model, apart from performance monitoring report part, the conclusion made for AI/ML functionality/model activation can also apply to functionality/model deactivation case.
For scenario 2, we understand UE may explicitly suggest which functionality/model should be deactivated in UL message. Actually, this UE behavior is not contradictory with Scenario 1 as the UE suggestion may be considered as part of assistant info, so we’re open to discuss. It should be noted that UE suggestion for functionality/model deactivation may be stronger than UE suggestion for functionality/model activation, because UE knows better for the internal limitation like memory, power, computation, even if we usually assume it’s up to network implementation on whether to deactivate the corresponding functionality/model suggested by UE side.
Proposal 19: For UE-sided model, RAN2 is requested to discuss whether UE can explicitly suggest which functionality/model should be deactivated in UL message.
Similar to functionality/model activation case, it’s not so urgent to conclude which signaling is better for functionality/model deactivation case. Our feeling is that different signaling can be considered compared to activation case as functionality/model deactivation may need much less info than activation case.
Proposal 20: For UE-sided model, postpone the discussion on which signaling will be used to deactivate an AI/ML functionality until the stage 3 requirements are clear enough.
The next topic is about model switching. We understand if model switching is implemented via new configuration(s) coming from the network side, the similar signaling for functionality/model activation can be reused. In other words, there is no need to differentiate these two LCM procedures if configuration(s) is the trigger condition. 

Proposal 21: RAN2 understands if model switching is implemented via new configuration(s) coming from the network side, there is no need to define separate signaling for model switching purpose in RAN2, because the signaling defined for functionality/model activation can also cover model switching requirement.
But if other assistant info apart from configuration(s) is needed for UE-sided model switching, the situation may be totally different. In our view, “other assistant info” can be categorized into two types:

Type 1 assistant info used for UE-sided model switching: assistant info coming from UE internally, e.g. UE speed.

Type 2 assistant info used for UE-sided model switching: assistant info coming from network side, e.g. network configuration apart from configuration(s) carried in RRC reconfiguration message and/or system information.

For Type 1 assistant info used for UE-sided model switching, UE can switch to a new model type via UE implementation after receiving the network configured configuration(s) as the extra assistant info needed for model switching is acquired by UE itself. In this case, model switching can be transparent to network side. Even if UE switches to another model type later due to UE speed change, the model switching behavior is also transparent to network side if the network configuration(s) to activate the AI functionality is still valid for the newly selected model type of the same functionality.

Proposal 22: For UE-sided model, if extra assistant info is needed to help UE to do model switching within the same functionality after receiving the network configured configuration(s) used for AI functionality activation, and all required extra assistant info can be acquired by UE implementation, in this case, how UE does model switching after receiving the network configured configuration(s) used for AI functionality activation is left to UE implementation, i.e. no spec effort is needed to specify the extra assistant info used for model switching.

As for Type 2 assistant info used for UE-sided model switching, usually this type of assistant info cannot be acquired by UE via implementation as this type of assistant info is related to network configuration/deployment based on RAN1 simulation observation in TR38.843 clause 6. For instance, different antenna height for UMa/UMi, ISD (inter-site distance). On one hand, not all network configuration/deployment can be specified; On the other hand, the data/deployment privacy may be another aspect that should be addressed. This deserves the discussion in RAN2 group.

Proposal 23: For UE-sided model, RAN2 is requested to discuss on whether we need to consider the following scenario:

Extra assistant info is needed to help UE to do model switching within the same functionality after receiving the network configured configuration(s) used for AI functionality activation, and some extra assistant info is related to network configuration/deployment.
As for the signaling for model switching case, the answer depends on the decision on P22-P24, no hurry to conclude for now.
Proposal 24: For UE-sided model, postpone the discussion on which signaling will be used to do model switching within the same AI/ML functionality until the stage 3 requirements are clear enough.
Regarding to performance monitoring, RAN1 has no conclusion yet whether to rely on L3 or L1 signaling to carry the performance monitoring report. More addition, even if L3 signaling is adopted for performance monitoring reporting, the requirements and content also need enough progress in RAN1/RAN4 as all use cases are evaluated and led by RAN1, so RAN2 should hold on a little bit for this LCM procedure.
Proposal 25: For UE-sided model performance monitoring, RAN2 can start the discussion after RAN1/RAN4 has enough progress.
The remaining part is functionality/model fallback, actually there is no much discussion on functionality/model fallback during the study item period. The same, it’s not so urgent to address this part in the very beginning. RAN2 can postpone the discussion after we get significant progress on other LCM procedures.
Proposal 26: For UE-sided model, postpone the discussion on functionality/model fallback LCM.
2.3 Functionality identification
RAN1 introduced this terminology during the study item phase, the original definition is listed below [6]:
	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

In our understanding, the definition of functionality identification is more like a functionality level requirement than a signaling level requirement. In other words, this definition does not imply that an independent signaling/procedure should be necessarily introduced to fulfill the functionality identification requirement. If some existing signaling or new signaling defined for other LCM procedure can achieve the same target, e.g. UE capability reporting, additional condition reporting or combination, there is no need to introduce this concept into the spec; otherwise, we need to further identify the functionality difference between functionality identification and other LCM procedure. 
In this early stage, we think it’s really hard to judge whether there is any functionality difference between functionality identification and other LCM procedure, we can keep tracking on this after some progress on other LCM procedure.
Observation 7: The relationship between functionality identification and other LCM procedure is still unclear, it’s hard to judge whether RAN2 needs to introduce something new for this terminology.
Proposal 27: RAN2 understands whether RAN2 needs to introduce something new for functionality identification depends on the relationship between functionality identification and other LCM procedure, so RAN2 will start the discussion on functionality identification until the relationship between functionality identification and other LCM procedure is clear enough.
3. Conclusion
In conclusion, we propose the followings:

- Observation category: common for all LCM
Observation 1: Too many overlapping LCM concepts are introduced during the study phase, which is definitely not helpful for our technical discussion, even make our discussion complicated.
Observation 2: During the study phase, RAN1 and RAN2 spent lots of time to clarify some new terminologies itself, but ignored the basic requirements on what functionality we want to achieve for each LCM procedure.
- Observation category: Observations related to the period before functionality/model activation, i.e. UE capability, additional condition
Observation 3: In legacy, non-AI capability parameters are semi-static and there is no such case that UE indicates the support of some features/feature groups via capability signaling but can’t accept the feature/feature group specific configuration to enable the corresponding functionality.
Observation 4: Site/scenario specific models get more gains than non-AI benchmark method based on RAN1 observations, RAN1 simulation results have not proved that one generalized AI model can fit all sites/scenarios for a feature/feature group.

- Observation category: Observations related to the period to activate a functionality/model, i.e. functionality/model activation
Observation 5: If there is one-to-one mapping between network configured configuration(s) and model type within the same functionality, UE can directly do the model type selection via network configured configuration(s), i.e., no extra assistant info is needed to help UE to select the model type within the same functionality.
Observation 6: If there is one-to-multiple mapping between network configured configuration(s) and model type within the same functionality, UE cannot directly do the model type selection only based on network configured configuration(s), i.e. other assistant info may be needed to help UE to select the model type within the same functionality.

- Observation category: Observation on Functionality identification
Observation 7: The relationship between functionality identification and other LCM procedure is still unclear, it’s hard to judge whether RAN2 needs to introduce something new for this terminology.
- Proposal category: common for all LCM
Proposal 1: During the work item phase, RAN2 should prioritize the discussion on what functionality/requirements RAN2 wants to achieve for each LCM procedure and de-prioritize the discussion on whether RAN2 needs to introduce new terminology or what terminology RAN2 should use for a specific LCM procedure.
Proposal 2: For UE-sided model, RAN2 will focus on UE-sided model with network involvement, i.e. focus on UE-sided model for which dedicated AI/ML-specific enhancement is needed between network and UE for at least one of the LCM related signaling.
- Proposal category: proposals related to the period before functionality/model activation, i.e. UE capability, additional condition
Proposal 3: For UE-sided model with network involvement, RAN2 can further consider the following two scenarios:

Scenario 1: functionality/model activation decision is suggested and made by network itself.

Scenario 2: functionality/model activation decision is suggested by UE side but final decision is made by network.
Proposal 4: For UE-sided model, the discussion on LCM also needs to consider site/scenario specific models in R19, i.e. RAN2 cannot assume that one generalized AI model can always fit all sites/scenarios for a feature/feature group in R19.
Proposal 4a: Send LS to RAN1 to confirm the RAN2 understanding in P4.
Proposal 5: For UE-sided model, RAN2 is requested to discuss which of the following model update scenarios is the focus in R19:

Type1 model update scenario: UE usually updates the deployed site/scenario specific models after relatively long time, e.g. model update via OTA per season/year/release.
Type2 model update scenario: UE may update the deployed site/scenario specific models after relatively short time, e.g. model update via OTA due to cell change or network environment change.

Note: model update via model transfer is a separate discussion.
Proposal 5a: Send LS to RAN1 to ask the view on P5.
Proposal 6: For UE-sided model, all UE-sided model with network involvement should be verified and tested by the operator before activated within the operator network.
Proposal 7: For UE-sided model, RAN2 assumes the following understanding should be prioritized:

Network gets functionality/model meta data via offline manner, i.e. model provider provides meta data per functionality/model to the operator via engineering implementation.
Proposal 7a: For UE-sided model, RAN2 assumes the following understanding should be de-prioritized:

Network gets functionality/model meta data via online manner, i.e. UE provides meta data per functionality/model to the network via over the air signaling.
Proposal 8: For UE-sided model, RAN2 is requested to discuss whether there exists any type of (near)real-time assistant info, e.g. UE current status, which should be acquired by the network before functionality/model activation, and such kind of info cannot be acquired via network implementation.

Proposal 9: For UE-sided model, RAN2 is requested to discuss whether UE can explicitly suggest which functionality/model should be activated in UL message.
- Proposal category: proposals related to the period to activate a functionality/model, i.e. functionality/model activation
Proposal 10: During the period to activate a functionality/model, RAN2 is requested to confirm the following understanding:

if there is one-to-one mapping between network configured configuration(s) and model type within the same functionality, UE can directly do the model type selection via network configured configuration(s), i.e., no extra assistant info is needed to help UE to select the model type within the same functionality;

if there is one-to-multiple mapping between network configured configuration(s) and model type within the same functionality, UE cannot directly do the model type selection only based on network configured configuration(s), i.e. other assistant info may be needed to help UE to select the model type within the same functionality.
Proposal 11: For UE-sided model, if extra assistant info is needed to help UE to select the model type within the same functionality apart from the network configured configuration(s) used for AI functionality activation, and all required extra assistant info can be acquired by UE implementation, in this case, how UE does model type selection after receiving the network configured configuration(s) used for AI functionality activation is left to UE implementation, i.e. no spec effort is needed to specify the extra assistant info used for model type selection.
Proposal 12: For UE-sided model, RAN2 is requested to discuss on whether we need to consider the following scenario:

Extra assistant info from network is needed to help UE to select the model type within the same functionality apart from the network configured configuration(s) used for AI functionality activation, and some extra assistant info is related to network configuration/deployment.
Proposal 13: For UE-sided model, postpone the discussion on which signaling will be used to activate an AI/ML functionality until the stage 3 requirements are clear enough.
- Proposal category: proposals related to the period after functionality/model is activated, i.e. functionality/model inference, functionality/model deactivation, model switching, Performance monitoring and functionality/model fallback.

Proposal 14: For UE-sided model inference on beam management use cases, RAN2 assumes model input data is internally available at UE. RAN2 can revisit this assumption if RAN1 has different conclusion in the future.

Proposal 15: For UE-sided model inference on beam management use cases, how the model output will impact L1 feedback is up to RAN1 discussion, i.e. RAN2 may trigger the discussion on model output per RAN1 request.

Proposal 16: For UE-sided model inference on positioning Case 1, RAN2 assumes model input data is internally available at UE. RAN2 can revisit this assumption if RAN1 has different conclusion in the future.

Proposal 17: For UE-sided model with network involvement, RAN2 can further consider the following two scenarios:

Scenario 1: functionality/model deactivation decision is suggested and made by network itself.

Scenario 2: functionality/model deactivation decision is suggested by UE side but final decision is made by network.
Proposal 18: For UE-sided model, RAN2 assumes if some assistant info is needed for the network to judge whether to deactivate an AI/ML functionality/model, apart from performance monitoring report part, the conclusion made for AI/ML functionality/model activation can also apply to functionality/model deactivation case.
Proposal 19: For UE-sided model, RAN2 is requested to discuss whether UE can explicitly suggest which functionality/model should be deactivated in UL message.
Proposal 20: For UE-sided model, postpone the discussion on which signaling will be used to deactivate an AI/ML functionality until the stage 3 requirements are clear enough.
Proposal 21: RAN2 understands if model switching is implemented via new configuration(s) coming from the network side, there is no need to define separate signaling for model switching purpose in RAN2, because the signaling defined for functionality/model activation can also cover model switching requirement.
Proposal 22: For UE-sided model, if extra assistant info is needed to help UE to do model switching within the same functionality after receiving the network configured configuration(s) used for AI functionality activation, and all required extra assistant info can be acquired by UE implementation, in this case, how UE does model switching after receiving the network configured configuration(s) used for AI functionality activation is left to UE implementation, i.e. no spec effort is needed to specify the extra assistant info used for model switching.

Proposal 23: For UE-sided model, RAN2 is requested to discuss on whether we need to consider the following scenario:

Extra assistant info is needed to help UE to do model switching within the same functionality after receiving the network configured configuration(s) used for AI functionality activation, and some extra assistant info is related to network configuration/deployment.
Proposal 24: For UE-sided model, postpone the discussion on which signaling will be used to do model switching within the same AI/ML functionality until the stage 3 requirements are clear enough.
Proposal 25: For UE-sided model performance monitoring, RAN2 can start the discussion after RAN1/RAN4 has enough progress.
Proposal 26: For UE-sided model, postpone the discussion on functionality/model fallback LCM.
- Proposal category: proposal on Functionality identification
Proposal 27: RAN2 understands whether RAN2 needs to introduce something new for functionality identification depends on the relationship between functionality identification and other LCM procedure, so RAN2 will start the discussion on functionality identification until the relationship between functionality identification and other LCM procedure is clear enough.
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