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1. Introduction

A new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been agreed in RAN#102, the following parts are led by RAN2 [1]:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 

· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection

· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 

· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

In this contribution, we will focus on LCM discussion on data collection for UE-sided model training purpose.
2. Discussion 
Data collection for UE-sided model training is a hot but controversial topic during the study item phase and RAN2 captured the following notes for further study [2]：
Capture the following text:

The following proposals were discussed in RAN2 

1. 
UE collects and directly transfers training data to the OTT server 


1a) OTT (3GPP transparent)


1b) OTT (non-3GPP transparent)

2. UE collects training data and transfers it to CN. CN transfers the training data to the OTT server.

3. 
UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyze the proposals and did not agree to requirements or recommendations.
Although RAN2 has not made any conclusion yet on data collection for UE-sided model training, one thing to be clarified is that RAN2 will focus on the scenario that UE-sided model is trained at OTT server and deprioritize the scenario that UE-sided model is trained by UE itself. On one hand, UE has limited computing and storage capability, energy budget, and available compilation environment; on the other hand, an AI/ML model could be applied to different UEs. A UE may not be willing to share its trained model unless there are incentives, based on the reason above, it seems impractical to consider UE to train the UE-sided model by itself in R19. To guarantee that people are on the same page for the basic scenario, we have the following proposal for confirmation.
Proposal 1: For data collection for UE-sided model training, RAN2 will focus on the scenario that UE-sided model is trained at OTT server in R19.
P1 can be considered as the high-level data collection requirement for UE-sided model training, on top of P1, RAN2 had identified four candidate solutions based on the discussion notes.
Solution 1: UE collects and directly transfers training data to the OTT server via 3GPP transparent procedure.

Solution 2: UE collects and directly transfers training data to the OTT server via non-3GPP transparent procedure.
Solution 3: UE collects training data and transfers it to CN. CN transfers the training data to the OTT server.
Solution 4: UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

Actually, Solution 2 was added during the online session within a very short time. People may not have enough to think about the boundary between Solution 2 and Solution 3/4. To better understand the real difference between Solutions, some clarification is needed before we go to the detailed analysis for each Solution.
Observation: Solution 2 was added during the online session within a very short time. People may not have enough to think about the boundary between Solution 2 and Solution 3/4.
In our view, the main difference is on which node is the first termination of the collected data. For Solution 2, the first termination of the collected data is OTT server, which means apart from data source and OTT server, all intermediate nodes, e.g. gNB/NF, involved for collected data transmission are just the data transmission tunnel. When it comes to Solution 3/4, the first termination of the collected data is NF within CN or OAM, and how NF or OAM further transfers the collected data to the OTT server is a separate issue to address and this issue is definitely out of the scope of RAN2.

To make sure that all companies have the same understanding on the potential solutions, we think RAN2 should first confirm the following basic assumption for each data collection solution:
Proposal 2: For data collection for UE-sided model training, RAN2 confirms the following revised description for each data collection solution:
Solution 1: UE collects and reports the training data, and the training data is first terminated at OTT server via 3GPP transparent procedure, i.e. the training data is collected via application layer without 3GPP spec impact.

Solution 2: UE collects and reports the training data, and the training data is first terminated at OTT server via non-3GPP transparent procedure, i.e. the training data is collected under network control with 3GPP spec impact.
Solution 3: UE collects and reports the training data, and the training data is first terminated at CN via non-3GPP transparent procedure, and CN transfers the training data to the OTT server.

Solution 4: UE collects and reports the training data, and the training data is first terminated at OAM via non-3GPP transparent procedure, OAM transfers the training data to the OTT server.
Once we align the basic assumption for each data collection solution, the next question is about how to evaluate effectiveness of each data collection solution, i.e. what aspects RAN2 should consider to evaluate the identified data collection solution. In our view, at least the following aspects should be used for the evaluation:
Aspect 1: Data privacy.
Aspect 2: Data security.
Aspect 3: Data collection tunnel limitation.
Aspect 4: Cross vendor coordination effort.
Aspect 5: Data visibility for vendors.
Proposal 3: To evaluate the effectiveness of each data collection solution for UE-sided model training, RAN2 agrees to consider the following aspects:
Aspect 1: Data privacy.

Aspect 2: Data security.
Aspect 3: Data collection tunnel limitation.

Aspect 4: Cross vendor coordination effort.

Aspect 5: Data visibility for vendors.
To facilitate the discussion, we’d like to give our analysis separately for each solution.
Solution 1: UE collects and reports the training data, and the training data is first terminated at OTT server via 3GPP transparent procedure, i.e. the training data is collected via application layer without 3GPP spec impact.

Table 1 The analysis for solution 1

	
	Current status in RAN spec
	The potential gap(s) to support this solution in RAN
	RAN impact analysis

	Aspect 1: Data privacy
	Out of 3GPP scope for APP layer data privacy
	No gap considering application layer is used to transmit the collected data
	No RAN impact

	Aspect 2: Data security
	Integrity protection and encryption for DRB
	No gap considering application layer is used to transmit the collected data
	No RAN impact

	Aspect 3: Data collection tunnel limitation
	No size limitation 
	No gap considering application layer is used to transmit the collected data
	No RAN impact

	Aspect 4: Cross vendor coordination effort
	Out of 3GPP scope for APP layer data transmission 
	No gap considering application layer is used to transmit the collected data
	No RAN impact

	Aspect 5: Data visibility for vendors
	Data is visible to UE vendor and OTT server holder
	No gap considering application layer is used to transmit the collected data, i.e. Data is visible to UE vendor and OTT server holder
	No RAN impact


Solution 2: UE collects and reports the training data, and the training data is first terminated at OTT server via non-3GPP transparent procedure, i.e. the training data is collected under network control with 3GPP spec impact.
Table 2 The analysis for solution 2

	
	Current status in RAN spec
	The potential gap(s) to support this solution in RAN
	RAN impact analysis

	Aspect 1: Data privacy
	User consent may be needed to collect some AS data
	May define unspecified data type to transmit UE AS proprietary data
	CP solution: UE AS proprietary data is carried via unspecified data type

UP solution: no RAN impact

	Aspect 2: Data security
	Integrity protection and encryption for DRB/SRB
	Out of RAN scope
	May depend on SA3 input

	Aspect 3: Data collection tunnel limitation
	UP: No size limitation;
CP: Maximum 16 segmentations for UL RRC message
	CP: May consider how to address the scenario when reported data volume exceeds 16 segmentations limitation
	CP: May further extend the maximum UL RRC segmentation number

	Aspect 4: Cross vendor coordination effort
	No AI specific AS 

configuration on data collection for UE-sided model training 
	New AS configuration on data collection for UE-sided model training
	gNB may need to provide AS configuration on data collection for UE-sided model training

	Aspect 5: Data visibility for vendors
	CP: The collected data is visible to UE vendor/network vendor/operator when the collected data is AS centric data
	CP: Some collected data is invisible to network vendor/operator when the collected data is related to UE proprietary data even if the data is AS centric data
UP: Visible to UE vendor and OTT server holder, i.e. invisible to network vendor/operator
	CP: UE AS proprietary data is carried via unspecified data type

UP solution: no RAN impact


Solution 3: UE collects and reports the training data, and the training data is first terminated at CN via non-3GPP transparent procedure, and CN transfers the training data to the OTT server.
Table 3 The analysis for solution 3

	
	Current status in RAN spec
	The potential gap(s) to support this solution in RAN
	RAN impact analysis

	Aspect 1: Data privacy
	User consent may be needed to collect some AS data

	May introduce new user consent for newly collected data
	CP: all collected data from UE AS is specified data


	Aspect 2: Data security
	Integrity protection and encryption for DRB/SRB
	Out of RAN scope
	May depend on SA3 input

	Aspect 3: Data collection tunnel limitation
	CP: Maximum 16 segmentations for UL RRC message
	CP: May consider how to address the scenario when reported data volume exceeds 16 segmentations limitation
	CP: May further extend the maximum UL RRC segmentation number

	Aspect 4: Cross vendor coordination effort
	No AI specific AS 

configuration on data collection for UE-sided model training

No data is collected from RAN to CN for use case optimization in legacy
	New AS configuration on data collection for UE-sided model training
	gNB may need to provide AS configuration on data collection for UE-sided model training

	Aspect 5: Data visibility for vendors
	CP: The collected data is visible to UE vendor/network vendor/operator when the collected data is AS centric data.
	CP: The collected data is still visible to UE vendor/network vendor/operator when the collected data is specified data
	CP: all collected data from UE AS is specified data




Solution 4: UE collects and reports the training data, and the training data is first terminated at OAM via non-3GPP transparent procedure, OAM transfers the training data to the OTT server.

Table 4 The analysis for solution 4
	
	Current status in RAN spec
	The potential gap(s) to support this solution in RAN
	RAN impact analysis

	Aspect 1: Data privacy
	User consent may be needed to collect some AS data

	May introduce new user consent for newly collected data
	CP: all collected data from UE AS is specified data



	Aspect 2: Data security
	Integrity protection and encryption for DRB/SRB
	Out of RAN scope
	May depend on SA3 input

	Aspect 3: Data collection tunnel limitation
	CP: Maximum 16 segmentations for UL RRC message
	CP: May consider how to address the scenario when reported data volume exceeds 16 segmentations limitation
	CP: May further extend the maximum UL RRC segmentation number

	Aspect 4: Cross vendor coordination effort
	No AI specific AS 

configuration on data collection for UE-sided model training

lots of AS data is collected from RAN to OAM for use case optimization in legacy
	New AS configuration on data collection for UE-sided model training
	gNB may need to provide AS configuration on data collection for UE-sided model training

	Aspect 5: Data visibility for vendors
	CP: The collected data is visible to UE vendor/network vendor/operator when the collected data is AS centric data.
	CP: The collected data is still visible to UE vendor/network vendor/operator when the collected data is specified data
	CP: all collected data from UE AS is specified data




Proposal 4: For data collection for UE-sided model training, RAN2 is kindly requested to endorse the analysis in Table 1-Table 4 in this contribution.
3. Conclusion
In conclusion, we propose the followings:

Observation: Solution 2 was added during the online session within a very short time. People may not have enough to think about the boundary between Solution 2 and Solution 3/4.
Proposal 1: For data collection for UE-sided model training, RAN2 will focus on the scenario that UE-sided model is trained at OTT server in R19.
Proposal 2: For data collection for UE-sided model training, RAN2 confirms the following revised description for each data collection solution:

Solution 1: UE collects and reports the training data, and the training data is first terminated at OTT server via 3GPP transparent procedure, i.e. the training data is collected via application layer without 3GPP spec impact.

Solution 2: UE collects and reports the training data, and the training data is first terminated at OTT server via non-3GPP transparent procedure, i.e. the training data is collected under network control with 3GPP spec impact.
Solution 3: UE collects and reports the training data, and the training data is first terminated at CN via non-3GPP transparent procedure, and CN transfers the training data to the OTT server.

Solution 4: UE collects and reports the training data, and the training data is first terminated at OAM via non-3GPP transparent procedure, OAM transfers the training data to the OTT server.
Proposal 3: To evaluate the effectiveness of each data collection solution for UE-sided model training, RAN2 agrees to consider the following aspects:

Aspect 1: Data privacy.

Aspect 2: Data security.
Aspect 3: Data collection tunnel limitation.

Aspect 4: Cross vendor coordination effort.

Aspect 5: Data visibility for vendors.
Proposal 4: For data collection for UE-sided model training, RAN2 is kindly requested to endorse the analysis in Table 1-Table 4 in this contribution.
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