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During Chicago RAN2#124 meeting, in an offline discussion, 12 companies confirmed that they want the SN gap issue caused by PDU Set discarding to be solved within release 18.
Other companies acknowledged the issue but expressed strong concerns about the proposed way forward either because of lack of time, complexity or limited or no impact caused by the issue.
In this paper we address the concerns regarding the proposed way forward at Chicago.
Discussion
Impact of the SN gap issue
In [6] the delay impact is identified as the t_ordering timer duration. With the assumption that this timer is typically set to almost PDB (PDU Delay Budget), it is argued that the delay impact would not exceed the PDB and hence would be transparent.
We think that the impact shall be measured with regard to PSDB (PDU Set delay budget) rather than PDB. XR users will be impacted if the PDU Sets are delivered out of the PSDB window. It is possible that a PSDB window is reached while each PDU respected their individual PDB. According to stage 2 specs [7] PSDB supersedes PDB:
	-	PDU Set Delay Budget (PSDB): as defined in TS 23.501 [3], upper bound for the duration between the reception time of the first PDU (at the UPF for DL, at the UE for UL) and the time when all PDUs of a PDU Set have been successfully received (at the UE in DL, at the UPF in UL). A QoS Flow is associated with only one PSDB, and when available, it applies to both DL and UL and supersedes the PDB of the QoS flow.


Observation 1: Impact of t_ordering timer shall be measured with respect to PSDB rather than PDB.
Taking a closer look at the impact of re-ordering delay, RRC specifications [2] defines t-ordering counter value as enumerated ms values from 0 to 3000. In RAN2 technical report [3], a target latency of 10 ms for video is proposed. Meaning t-ordering values of ms1, ms2, ms4, ms5 or ms8 represents already 10% to 80 % of the total PSDB.
This additional delay clearly contradicts SA4 statement [1] mentioned earlier that in-sequence delivery by RAN (UE or gNB) is preferred unless additional delay is introduced. Indeed, one millisecond to 3 seconds additional delay is not acceptable considering end-to-end latency requirement in the order of 10 milliseconds ([3]).
Observation 2: Impact of t_ordering timer with respect to PSDB is not acceptable in case of stringent latency requirements
Moreover, PDU Sets interleaving can happen when PDUs of different PDU Sets are multiplexed in one DRB, typically, different slices with common QoS requirements. When PDUs of different PDU sets get multiplexed, one t_ordering timer of one PDU of one PDU Set will block other PDUs from a second PDU Set.

Assuming the PDCP transmitting entity is sending PDCP PDUs belonging to a PDU Set, if at some point the PDCP transmitter detects that a PDU Set discarding condition is met concerning the PDU Set it is currently sending, then it shall discard the PDUs belonging to that PDU Set. The PDU Set discarding conditions include PSIHI and delay budget or PDU loss. And at some other point, the PDCP transmitting entity starts sending PDCP PDUs belonging to a second PDU Set. At the receiving entity, the delivery to upper layers of the PDCP PDUs belonging to the second PDU Set may experience an additional delay of, at most, the value of the re-ordering counter (from 1 millisecond up-to 3 seconds) whilst waiting for PDCP PDUs belonging to the first PDU Set that will never be received because they will have been discarded. The worst case happens when the re-ordering timer starts counting upon reception of the first PDCP PDU of the second PDU Set, i.e. when the previously received PDCP PDU has a non-contiguous sequence number compared to this first PDCP PDU of the second PDU Set.
Observation 3: The impact is even worst when PDU Sets are multiplexed
Complexity
During Chicago meeting, offline discussion report by CATT [5] proposed two TPs corresponding to two alternatives for the implementation of a simple solution in PDCP.
The second alternative, supported by majority of companies (11 vs 2), implements the signalling of discarded PDUs in a new PDCP control message similar to PDCP status report.
Proposal: Second alternative TP from [5] is used as baseline for the CR


Conclusion
In this contribution, we discussed some potential enhancements for PSI-based discard mechanism. 
The following observations have been made:
Observation 1: Impact of t_ordering timer shall be measured with respect to PSDB rather than PDB.
Observation 2: Impact of t_ordering timer with respect to PSDB is not acceptable in case of stringent latency requirements
Observation 3: The impact is even worst when PDU Sets are multiplexed
The following proposals have been made:
Proposal: Second alternative TP from [5] is used as baseline for the CR
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