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[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
When PSI-based discard is configured and activated, RAN2 intentionally, has left the lower importance PDUs out for delay-critical data calculation, This is to avoid triggering DSR too frequently by the lower important PDUs running with a shorter DiscardTimerForLowImportance. However, One company raised an issue with this handling: when lower important PDUs are left out for Delay-critical data calculation, It will not be known by network for follow up scheduling. but the lower important PDUs in buffer will use up the follow up grants as same as the higher importance PDUs, which lead to mismatch between NW grant scheduling and UE side grant consumption.    

To solve this dilemma, instead of running a different discard timer for lower importance PDUs, as we proposed in the past, we could configure a discard threshold, the lower importance PDUs could be discarded when the discard timer reach the configured discard threshold.  
 
we will reshare the solution, show how the issues are solved and provide TP.
Discussion
In presence of congestion, less important PDU sets could be discarded earlier to make the radio resource available for more important PDU sets transmission. PSI-based solution is shown in following figure as an example, assuming 10ms DiscardTimerForLowImportance and 30ms DiscardTimer: 



Figure 1 A glance of PSI-based discard solution


When looking into the details, as shown in following figure, upon PSI-based discard is activated, shorter DiscardTimerForLowImportance is not applicable for the data already in the buffer but only applicable for the lower important data arriving afterwards. This is the first drawback of the current solution:
· Some buffered PDUs are not subjected to earlier discard: Lower important PDU#1, PDU#3, PDU#6 and PDU#7 already in buffer will not be discarded earlier as expected. The action of discard is delayed and less effective at the moment when congestion indication receives. 
Another drawback is as mentioned in the introduction: 
· Either as of now DSR does not consider the lower important PDUs or DSR would be triggered too frequently. Lower important PDU#9 will not be reported in DSR even though it is still in the buffer waiting for transmission



Figure 2 Buffer Status Example upon PSI-based Discard Activated

To solve above dilemma, we can slightly update the PSI-based solution as shown in following figure: we run the discard timer with the same initial value for all PDUs, but we discard the lower important PDUs when the timer reaches the discard threshold (effectively, discard threshold = DiscardTimer – DiscardTimerForLowImportance, 20ms in following example figure).


Figure 3 Buffer Status Example With Adjusted PSI-based Discard Solution

When congestion indication is received, the discard threshold could be applied immediately even for the data in the buffer (PDU#1,PDU#3 and PDU#6). So the buffer, if it is already piled up, can be cleared up quickly. 

In term of the delay critical data calculation for DSR, lower important PDUs will be reported as long as they are in buffer. On the other hand, when their discardTimer approachs to the discard threshold and going to be discarded soon, they may not be counted as critical data, because its running discardTimer is still big. these won’t be an issue but might be a benefit, since in congestion, it is better that UE not rush gNB to schedule the less important PDUs.

we propose that RAN2 consider the adjusted PSI-based discard solution in presence of congestion, there are multiple advantages, it makes the existing buffered data being discard earlier, avoids frequent DSR during congestion and not to ignore lower importance PDUs for delay critical data calculation:  

1. The network configure a UE with a discard threshold instead of DiscardTimerForLowImportance: In case of congestion, UE shall discard the less important PDUs if its running discard timer is less than/reaches the discard threshold.


It is fully up to proper NW configuration, whether it will treat the lower importance PDU as critical data or not before being discarded:    

· If DiscardThresholdForLowImportance> = remainingTimeThreshold: the lower importance PDUs will never trigger DSR and calculated as delay critical data because it will be discarded before;
· If DiscardThresholdForLowImportance< remainingTimeThreshold: the lower importance PDU will trigger DSR and be included as delay critical data as long as the data is still in buffer and discard timer become less then remaningTimeThreshold.

There is also no discrepancy between reported delay-critical buffer size and the real delay-critical buffer size. NW have a full picture to guide the scheduling. 
Summary
[bookmark: OLE_LINK3]This contribution provided an updated PSI-based discard modelling, in order to solve some concerns raised before this meeting, it also benefit to discard the data already in buffer immediately when congestion happens, in short:

1. The network configure a UE with a discard threshold instead of DiscardTimerForLowImportance: In case of congestion, UE shall discard the less important PDUs if its running discard timer is less than/reaches the discard threshold. 

TP is provided. From the TP, we can see that the specification effort is comparable or even less than the current specification. 
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Text proposal
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[bookmark: _Toc60777300][bookmark: _Toc156130501]–	PDCP-Config
The IE PDCP-Config is used to set the configurable PDCP parameters for signalling, MBS multicast and data radio bearers.
PDCP-Config information element
-- ASN1START
-- TAG-PDCP-CONFIG-START

PDCP-Config ::=         SEQUENCE {
    drb                     SEQUENCE {
        discardTimer            ENUMERATED {ms10, ms20, ms30, ms40, ms50, ms60, ms75, ms100, ms150, ms200,
                                            ms250, ms300, ms500, ms750, ms1500, infinity}       OPTIONAL, -- Cond Setup
        pdcp-SN-SizeUL          ENUMERATED {len12bits, len18bits}                               OPTIONAL, -- Cond Setup1
        pdcp-SN-SizeDL          ENUMERATED {len12bits, len18bits}                               OPTIONAL, -- Cond Setup2
        headerCompression       CHOICE {
            notUsed                 NULL,
            rohc                    SEQUENCE {
                maxCID                  INTEGER (1..16383)                                      DEFAULT 15,
                profiles                SEQUENCE {
                    profile0x0001           BOOLEAN,
                    profile0x0002           BOOLEAN,
                    profile0x0003           BOOLEAN,
                    profile0x0004           BOOLEAN,
                    profile0x0006           BOOLEAN,
                    profile0x0101           BOOLEAN,
                    profile0x0102           BOOLEAN,
                    profile0x0103           BOOLEAN,
                    profile0x0104           BOOLEAN
                },
                drb-ContinueROHC            ENUMERATED { true }                                 OPTIONAL    -- Need N
            },
            uplinkOnlyROHC          SEQUENCE {
                maxCID                  INTEGER (1..16383)                                      DEFAULT 15,
                profiles                SEQUENCE {
                    profile0x0006           BOOLEAN
                },
                drb-ContinueROHC            ENUMERATED { true }                                 OPTIONAL    -- Need N
            },
            ...
        },
        integrityProtection     ENUMERATED { enabled }                                          OPTIONAL,   -- Cond ConnectedTo5GC1
        statusReportRequired    ENUMERATED { true }                                             OPTIONAL,   -- Cond Rlc-AM-UM
        outOfOrderDelivery      ENUMERATED { true }                                             OPTIONAL    -- Need R
    }                                                                                           OPTIONAL,   -- Cond DRB
    moreThanOneRLC          SEQUENCE {
        primaryPath             SEQUENCE {
            cellGroup               CellGroupId                                                 OPTIONAL,   -- Need R
            logicalChannel          LogicalChannelIdentity                                      OPTIONAL    -- Need R
        },
        ul-DataSplitThreshold   UL-DataSplitThreshold                                           OPTIONAL,   -- Cond SplitBearer
        pdcp-Duplication            BOOLEAN                                                     OPTIONAL    -- Need R
    }                                                                                           OPTIONAL,   -- Cond MoreThanOneRLC

    t-Reordering                ENUMERATED {
                                    ms0, ms1, ms2, ms4, ms5, ms8, ms10, ms15, ms20, ms30, ms40,
                                    ms50, ms60, ms80, ms100, ms120, ms140, ms160, ms180, ms200, ms220,
                                    ms240, ms260, ms280, ms300, ms500, ms750, ms1000, ms1250,
                                    ms1500, ms1750, ms2000, ms2250, ms2500, ms2750,
                                    ms3000, spare28, spare27, spare26, spare25, spare24,
                                    spare23, spare22, spare21, spare20,
                                    spare19, spare18, spare17, spare16, spare15, spare14,
                                    spare13, spare12, spare11, spare10, spare09,
                                    spare08, spare07, spare06, spare05, spare04, spare03,
                                    spare02, spare01 }                                          OPTIONAL, -- Need S
    ...,
    [[
    cipheringDisabled       ENUMERATED {true}                                                   OPTIONAL    -- Cond ConnectedTo5GC
    ]],
    [[
    discardTimerExt-r16     SetupRelease { DiscardTimerExt-r16 }                                OPTIONAL,    -- Cond DRB2
    moreThanTwoRLC-DRB-r16  SEQUENCE {
        splitSecondaryPath-r16  LogicalChannelIdentity                                          OPTIONAL,   -- Cond SplitBearer2
        duplicationState-r16    SEQUENCE (SIZE (3)) OF BOOLEAN                                  OPTIONAL    -- Need S
    }                                                                                           OPTIONAL,   -- Cond MoreThanTwoRLC-DRB
    ethernetHeaderCompression-r16  SetupRelease { EthernetHeaderCompression-r16 }               OPTIONAL    -- Need M
    ]],
    [[
    survivalTimeStateSupport-r17   ENUMERATED {true}                                            OPTIONAL,   -- Cond Drb-Duplication
    uplinkDataCompression-r17      SetupRelease { UplinkDataCompression-r17 }                   OPTIONAL,   -- Cond Rlc-AM
    discardTimerExt2-r17           SetupRelease { DiscardTimerExt2-r17 }                        OPTIONAL,   -- Need M
    initialRX-DELIV-r17            BIT STRING (SIZE (32))                                       OPTIONAL    -- Cond MRB-Initialization
    ]],
    [[
    pdu-SetDiscard-r18             ENUMERATED {true}                                            OPTIONAL,   -- Need R
    discardTimerForLowImportance-r18   SetupRelease { DiscardThresholdimerForLowImportance-r18 }        OPTIONAL,   -- Cond DRB2
    primaryPathOnIndirectPath-r18  ENUMERATED {true}                                            OPTIONAL    -- Cond SplitBearerMP
    ]]
}

EthernetHeaderCompression-r16 ::=  SEQUENCE {
    ehc-Common-r16                     SEQUENCE {
        ehc-CID-Length-r16                 ENUMERATED { bits7, bits15 },
         ...
    },
    ehc-Downlink-r16               SEQUENCE {
        drb-ContinueEHC-DL-r16         ENUMERATED { true }                                      OPTIONAL,   -- Need N
        ...
    }                                                                                           OPTIONAL,   -- Need M
    ehc-Uplink-r16                 SEQUENCE {
        maxCID-EHC-UL-r16              INTEGER (1..32767),
        drb-ContinueEHC-UL-r16         ENUMERATED { true }                                      OPTIONAL,   -- Need N
        ...
    }                                                                                           OPTIONAL    -- Need M
}

UL-DataSplitThreshold ::= ENUMERATED {
                                            b0, b100, b200, b400, b800, b1600, b3200, b6400, b12800, b25600, b51200, b102400, b204800,
                                            b409600, b819200, b1228800, b1638400, b2457600, b3276800, b4096000, b4915200, b5734400,
                                            b6553600, infinity, spare8, spare7, spare6, spare5, spare4, spare3, spare2, spare1}

DiscardTimerExt-r16 ::= ENUMERATED {ms0dot5, ms1, ms2, ms4, ms6, ms8, spare2, spare1}

[bookmark: _Hlk94000260]DiscardTimerExt2-r17 ::= ENUMERATED {ms2000, spare3, spare2, spare1}

UplinkDataCompression-r17 ::= CHOICE {
    newSetup                      SEQUENCE {
        bufferSize-r17                ENUMERATED {kbyte2, kbyte4, kbyte8, spare1},
        dictionary-r17                ENUMERATED {sip-SDP, operator}                            OPTIONAL    -- Need N
    },
    drb-ContinueUDC           NULL
}

DiscardTimerForLowImportanceDiscardThresholdForLowImportance-r18 ::= ENUMERATED {ms0, ms2, ms4, ms6, ms8, ms10, ms12, ms14, ms18, ms22, ms26, ms30, ms40, ms50, ms75, ms100, infinity}

-- TAG-PDCP-CONFIG-STOP
-- ASN1STOP

	PDCP-Config field descriptions

	cipheringDisabled
If included, ciphering is disabled for this DRB regardless of which ciphering algorithm is configured for the SRB/DRBs. The field may only be included if the UE is connected to 5GC. Otherwise the field is absent. The network configures all DRBs with the same PDU-session ID with same value for this field. The value for this field cannot be changed after the DRB is set up.

	discardTimer
Value in ms of discardTimer specified in TS 38.323 [5]. Value ms10 corresponds to 10 ms, value ms20 corresponds to 20 ms and so on. The value for this field cannot be changed in case of reconfiguration with sync, if the bearer is configured as DAPS bearer.

	discardTimerExt
Value in ms of discardTimer specified in TS 38.323 [5]. Value ms0dot5 corresponds to 0.5 ms, value ms1 corresponds to 1ms and so on. If this field is present, the field discardTimer is ignored and discardTimerExt is used instead.

	discardTimerExt2
Value in ms of discardTimerExt specified in TS 38.323 [5]. Value ms2000 corresponds to 2000 ms. If this field is present, the field discardTimer and discardTimerExt are ignored and discardTimerExt2 is used instead.

	discardThresholdimerForLowImportance
Value in ms of discardThresholdimerForLowImportance specified in TS 38.323 [5]. Value ms0 ms2 corresponds to 0 2 ms, value ms2 ms4corresponds to 2 4 ms and so on. Value infinity means the corresponding lower importance SDU shall be discarded upon arrival. Apart from value Infinity The the value of this timer threshold for a PDCP entity is always configured equal or shorter than discardTimer, discardTimerExt or discardTimerExt2, whichever is used for the PDCP entity.

	drb-ContinueROHC
Indicates whether the PDCP entity continues or resets the ROHC header compression protocol during PDCP re-establishment, as specified in TS 38.323 [5]. This field is configured only in case of resuming an RRC connection or reconfiguration with sync, where the PDCP termination point is not changed and the fullConfig is not indicated. The network does not include the field if the bearer is configured as DAPS bearer. This field can be configured for both DRB and multicast MRB.

	duplicationState
This field indicates the uplink PDCP duplication state for the associated RLC entities at the time of receiving this IE. If set to true, the PDCP duplication state is activated for the associated RLC entity. The index for the indication is determined by ascending order of logical channel ID of all RLC entities other than the primary RLC entity indicated by primaryPath in the order of MCG and SCG, as in clause 6.1.3.32 of TS 38.321 [3]. If the number of associated RLC entities other than the primary RLC entity is two, UE ignores the value in the largest index of this field. If the field is absent, the PDCP duplication states are deactivated for all associated RLC entities. 

	ethernetHeaderCompression
This fields configures Ethernet Header Compression. This field can only be configured for a bi-directional DRB or a bi-directional multicast MRB. The network reconfigures ethernetHeaderCompression only upon reconfiguration involving PDCP re-establishment and with neither drb-ContinueEHC-DL nor drb-ContinueEHC-UL configured. Network only configures this field when uplinkDataCompression is not configured.

	headerCompression
If rohc is configured, the UE shall apply the configured ROHC profile(s) in both uplink and downlink. If uplinkOnlyROHC is configured, the UE shall apply the configured ROHC profile(s) in uplink (there is no header compression in downlink). ROHC can be configured for any bearer type. ROHC and EHC can be both configured simultaneously for a DRB or a multicast MRB. The network reconfigures headerCompression only upon reconfiguration involving PDCP re-establishment or involving PDCP entity reconfiguration to configure DAPS bearer(s), and without any drb-ContinueROHC. Network configures headerCompression to notUsed when outOfOrderDelivery is configured. Network only configures this field when uplinkDataCompression is not configured.




~TP to 38.323~
5.1.5	PDCP entity reconfiguration
When upper layers reconfigure the PDCP entity to configure DAPS, the UE shall:
-	establish a ciphering function for the radio bearer and apply the ciphering algorithm and key provided by upper layers for the ciphering function;
-	establish an integrity protection function for the radio bearer and apply the integrity protection algorithm and key provided by upper layers for the integrity protection function;
-	establish a header compression protocol for the radio bearer and apply the header compression configuration provided by upper layers for the header compression protocol.
When upper layers reconfigure the PDCP entity to release DAPS, the UE shall:
-	release the ciphering function associated to the released RLC entity for the radio bearer;
-	release the integrity protection function associated to the released RLC entity for the radio bearer;
-	release the header compression protocol associated to the released RLC entity for the radio bearer.
NOTE 1:	The state variables which control the transmission and reception operation should not be reset, and the timers including t-Reordering and, discardTimer, and discardTimerForLowImportance keep running during PDCP entity reconfiguration procedure.
NOTE 2:	Before releasing the header compression protocol associated to the released RLC entity, how to handle all stored PDCP SDUs received from the released RLC entity is left up to UE implementation.
[bookmark: _Toc37126946]NOTE 3:	No special handling for the header compression protocol is defined to avoid potential security issue (e.g. keystream reuse) for DAPS handover with no security key change.
[bookmark: _Toc46492059][bookmark: _Toc46492167][bookmark: _Toc156000525]5.2	Data transfer
[bookmark: _Toc12616335][bookmark: _Toc37126947][bookmark: _Toc46492060][bookmark: _Toc46492168][bookmark: _Toc156000526]5.2.1	Transmit operation
At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall:
-	if discardTimerForLowImportance is configured and PSI based SDU discard is activated, and the PDCP SDU belongs to a low importance PDU Set:
-	start the discardTimerForLowImportance associated with this PDCP SDU;
-	else:
-	start the discardTimer associated with this PDCP SDU (if configured).
NOTE 0:	Identification of PSI of a PDU Set and determination of low importance PDU Set are left up to UE implementation.

[bookmark: _Toc37126954][bookmark: _Toc46492067][bookmark: _Toc46492175][bookmark: _Toc156000533]5.3	SDU discard
When the successful delivery of a PDCP SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU.
For each PDCP SDU running with discardTimer:
-	if discardThrsholdForLowImportance is configured and PSI based SDU discard is activated, and the PDCP SDU belongs to a low importance PDU Set:
-	discard the PDCP SDU along with the corresponding PDCP Data PDU when its discardTimer reaches discardThrsholdForLowImportance.

-	else
-	discard the PDCP SDU along with the corresponding PDCP Data PDU when its discardTimer expires
When the discardTimer or discardTimerForLowImportance expires for a PDCP SDU, the transmitting PDCP entity shall:
-	if pdu-SetDiscard is configured:
-	further discard all PDCP SDUs belonging to the PDU Set to which the discarded PDCP SDU belongs along with the corresponding PDCP Data PDUs;
NOTE 0:	Identification of PDU set, PSI of a PDU Set and determination of low importance PDU Set are left up to UE implementation.
NOTE 1:	PDCP SDUs subsequently received from upper layers are also discarded if they belong to the PDU Set.
-	else:
-	discard the PDCP SDU along with the corresponding PDCP Data PDU.
If the corresponding PDCP Data PDU has already been submitted to lower layers, the discard is indicated to lower layers.
For SRBs, when upper layers request a PDCP SDU discard, the PDCP entity shall discard all stored PDCP SDUs and PDCP PDUs.
NOTE 2:	Discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving PDCP entity. It is up to UE implementation how to minimize SN gap after SDU discard.


[bookmark: _Toc12616388][bookmark: _Toc37127016][bookmark: _Toc46492133][bookmark: _Toc46492241][bookmark: _Toc156000611]7.2	Constants
a) Window_Size
This constant indicates the size of the reordering window. The value equals to 2[pdcp-SN-SizeDL] – 1 for SRB/DRB/MRB and 2[sl-PDCP-SN-Size] – 1 for SLRB.

[bookmark: _Toc12616389][bookmark: _Toc37127017][bookmark: _Toc46492134][bookmark: _Toc46492242][bookmark: _Toc156000612]7.3	Timers
The transmitting PDCP entity shall maintain the following timers:
a) discardTimer
This timer is configured only for DRBs. The duration of the timer is configured by upper layers TS 38.331 [3]. In the transmitter, a new timer is started upon reception of an SDU from upper layer as specified in clause 5.2.1.
b) discardTimerForLowImportance
This timer is configured only for DRBs. The duration of the timer is configured by upper layers TS 38.331 [3]. In the transmitter, a new timer is started upon reception of an SDU belonging to a low importance PDU Set from upper layer as specified in clause 5.2.1.
The receiving PDCP entity shall maintain the following timers:
c) t-Reordering
The duration of the timer is configured by upper layers TS 38.331 [3], except for the case of NR sidelink communication or sidelink SRB4. For NR sidelink communication or sidelink SRB4, the t-Reordering timer is determined by the UE implementation. This timer is used to detect loss of PDCP Data PDUs as specified in clause 5.2.2. If t-Reordering is running, t-Reordering shall not be started additionally, i.e. only one t-Reordering per receiving PDCP entity is running at a given time.
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