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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include RAN2-led objectives:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

RAN2 should study how the life cycle management (LCM) for a given AI/ML model can be supported by existing Uu signaling and procedures and if any enhancements are needed, specifically in the areas of model delivery/updates, data collection, and model monitoring. This contribution discusses the protocol aspects of an AI/ML framework applied to the NR air interface, specifically the details and requirements for model and functionality identification. 

Model/functionality identification and LCM 
[bookmark: OLE_LINK10][bookmark: OLE_LINK3]The 5G industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

For one-sided AI/ML models that reside at the UE/network, one or multiple AI/ML models can be possibly deployed and used at the UE/network. Similarly, for two-sided AI/ML models, there may be multiple AI/ML models that can be possibly deployed. It is key then to monitor the performance of these models for various reasons: (1) Depending on the type of model used, these models may not have performance guarantees, (2) deployment options and environment characteristics may change after deployment, resulting in a sub-optional performance (3) when multiple models are available at the UE/network, model selection decision needs to be made, and this decision cannot be left to implementation (4) for one-sided models at UE the model or input/output parameters of models may be modified over time, from a third party cloud, without notifying the network, resulting in a performance degradation.   

[bookmark: OLE_LINK46]

For the UE/network to be able to make certain decisions, based on the model performance monitoring or otherwise, a model identification and LCM procedure needs to be agreed on. This identification procedure needs to be flexible so it can cover all different types of models, where the model inference resides, and support all collaboration levels between the network and the UE.  The model and/or functionality identification procedure can also be used to indicate the support of functionalities applicable to the different AI/ML use cases in various deployment scenarios, network conditions, and use cases.  

During RAN1#112bis the following was agreed for AI/ML functionality identification and functionality-based LCM and AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
[bookmark: OLE_LINK47][bookmark: OLE_LINK49]For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models: 
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
[bookmark: OLE_LINK48]         For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models: 
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

In addition, during RAN1#113, the following agreements were made regarding the identification of model/functionalities based on the LCM:
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2

[bookmark: OLE_LINK320]During RAN2#121bis the following was agreed in RAN2:
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 

During RAN2#123 the following was agreed in RAN2:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

During RAN2#123bis the following was agreed in RAN2:
Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  

During RAN1#114bis the following agreements were made:
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.

Depending on the use case, in order to support the different aspects of LCM such as model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, and testing/calibration performed by a network operator, additional information may be required (such as different IDs e.g., model IDs). These additional conditions can be configured/exchanged via proactive or reactive signaling from either the network or UE. These additional conditions may also be used to implicitly indicate the site specific aspects or the UE/NW capabilities or configurations.   

Proposal 1: For AI/ML-enabled features/FGs indicated by capability signaling, additional conditions can be provided for functionality-based and model-ID based LCM functions including model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, model-specific performance monitoring, and testing and calibration performed by a network operator. 

Proposal 2: Additional conditions for both proactive and reactive model activation/deactivation, model identification and model-specific performance monitoring criteria can be (optionally) associated with one or multiple IDs (e.g. model IDs).

Proposal 3: The applicable conditions for activation/deactivation and performance monitoring may include site-specific criteria as well as associated NW/UE configurations or capabilities.
Conclusion
[bookmark: OLE_LINK44]In this contribution, we discussed the AI/ML model LCM over the NR air interface. The following proposals were made:

[bookmark: OLE_LINK45]Proposal 1: For AI/ML-enabled features/FGs indicated by capability signaling, additional conditions can be provided for functionality-based and model-ID based LCM functions including model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, model-specific performance monitoring, and testing and calibration performed by a network operator. 

Proposal 2: Additional conditions for both proactive and reactive model activation/deactivation, model identification and model-specific performance monitoring criteria can be (optionally) associated with one or multiple IDs (e.g. model IDs).

Proposal 3: The additional conditions for activation/deactivation and performance monitoring may include site-specific criteria as well as associated NW/UE configurations or capabilities.
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