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1. Introduction

In RAN2-123bis, the following agreements were made regarding data collection for network side model training [1]:

For CSI and beam management:
· For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.

· For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration

· For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.

· Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.

· Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress

Positioning:
· For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

· For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

General:
· The following principles are agreed regarding NW-side data collection:

· logging is supported. 

· periodic, event based reporting, on demand reporting 

· The UE memory, processing power, energy consumption, signaling overhead should be taken into account.

· Note: The above principles, can be revised depending on RAN1 progress/requirements

The issue of data collection for UE side model training (e.g., at an OTT server) was also discussed briefly but no agreements were made. This contribution addresses the open issues regarding data collection for UE side model training.
2. Discussion

Though training of a UE side AI/ML model can be performed at the UE, training at an entity external to the UE (e.g., at gNB, CN node, at an OTT server) is more practical because that enables a (faster) training of the model with the data from multiple UEs. Additionally, UEs may have resource limitation (e.g., processing, memory, battery, etc.,) to do the training by themselves, and even if there is no such resource limitation, the training may take a considerable time to converge due to the limitations in the amount of data and variety (e.g., different network conditions) one UE is able to experience. 

Observation 1: Training of a UE-side AI/ML model at an entity external to the UE (e.g., gNB, CN, OTT server, etc.,) is more practical than training at the UE.
If the training of a UE side model is to be performed at the network (e.g., gNB, CN, etc.,), then the same data collection mechanisms/frameworks and principles are applicable as the data collection for network side model training. That is, the gNB and OAM centric approaches and the corresponding principles that were agreed in RAN2-123bis are applicable for collecting data for UE side model training. 

Observation 2: For training of a UE-side AI/ML model at the network, the gNB and OAM centric approaches and principles that has been agreed for network side model training are equally applicable. 

Proposal 1: The agreements in RAN2-123bis for data collection for the training of a network side model to be endorsed also for the data collection for UE side model training, if the training is done in the network (e.g., gNB, OAM, etc.,)

If the training is done outside the network (e.g., OTT server), then further discussion is required.
In some cases, the data needed by the OTT server for the model training may already be accessible by the UE. For example, the UE may have already been provided with the measurement configuration by the RAN (e.g., for RRM purposes, for AI/ML based operation of CSI prediction/beam management, etc.) and based on this configuration, the UE is able to gather the data required for the UE side model training. However, this cannot always be assumed. Additionally, the OTT server is not aware if the UE has been provided with such a configuration or not.

Even if the RAN has provided the UE the required measurement configuration that is sufficient for data collection for UE side model training, it does not necessarily mean that the UE will be doing the measurements. For example, to save UE battery, a UE is not required to perform neighbouring cell measurements if the serving cell’s signal level is above the s-measure (if configured), even if the UE has been provided with intra or inter frequency measurement configurations.

Model training is also conditional to the network configuration at hand. For example, it may be desirable to differentiate the data being collected from the different UEs, depending on the configuration of gNB/cell they are serving them (e.g., antenna configuration). Network vendors/operators normally do not want to expose such information to entities outside the network, but it may be feasible to provide a high-level information so that the data coming from UEs operating under different network configurations can be differentiated. This will enable the OTT server to be able to group/compile the data from UEs operating under the same network condition/configuration for training the UE side models. 
Observation 3: A UE may not have the required information/configuration to collect the data/measurements needed for the training of a UE side model at an OTT server.

Observation 4: An OTT server is not aware if the UE has the required configuration/information to collect the data needed for the training.

Observation 5: A UE that has the needed information/configuration for measurements needed for training of UE side model at an OTT server may not necessarily be performing the measurements due to reasons like UE power saving.

Observation 6: There may be a need to differentiate the data collected from multiple UEs according to the configuration of the network (e.g., gNB configuration), without necessarily knowing the details of the network configuration. 

The data collection from the UE to an OTT server can be realized in different ways:

a) OTT server directly requesting the UE to collect the data (e.g., via an application layer)

b) The OTT server requesting the RAN to collect the data from a UE (or UEs)
In case a, if the UE doesn’t have the required information/configuration to collect the data it may need to send a request to the RAN (e.g., assistance information). Similarly, the UE may need to send an indication/request to the RAN when the data is ready to be transmitted (e.g., to get the required resources/grants).
In case b, on the other hand, the RAN will be able to configure the UE with the required information to perform the data collection and transmit the data.
Proposal 3: The OTT server can directly request the UE to perform the data collection, or it can ask the RAN (which can then trigger the data collection from the UE(s)).

Proposal 3: In case the OTT server directly requests the UE to perform the data collection, the UE may send to the RAN: 

· indication/request to start the data collection process.

· request the needed configuration information for the data collection (e.g., measurement configuration), if the UE does not already have the required configuration.

· indication/request to send the collected data.

RAN2 has already agreed that the MDT framework will be considered for data collection of network side model training. And as discussed above, MDT can be used for data collection for UE side model training, if the training is to be done within the network. Even for the training at an OTT server, the MDT framework is a feasible solution because it is fully under network/operator control (thus aligned with the proposals above) and additionally supports several features such as secure data transmission and user consent. 
Some of the shortcomings of MDT framework (such as logging support for immediate MDT or support of CONNECTED state for logged MDT) already need to be addressed for data collection for the training of a network side model. Further enhancements may still need to be addressed for the sake of UE side model training such as the inclusion of additional information in the measurements (e.g., such as UE vendor specific information) that may need to be transparently forwarded by the network to the OTT server. The data forwarding from the network (e.g., OAM) to the OTT server can be left to implementation (e.g., proprietary interface between operators and UE vendors that provide the OTT server).

Considering the above, we propose:
Proposal 4: For data collection of UE side models at an OTT server, the MDT framework can be considered as the baseline framework for making the data available at the network. The network can forward the data to the OTT server (e.g., via a proprietary interface between OAM and OTT server). 

Proposal 5: Study needed enhancements (if any) to the MDT framework for the collection of additional information for UE side model training (e.g., vendor-specific information).
4. Conclusion

In this contribution, the issues of data collection for UE side model training is discussed the following observations and proposals are made:
Observation 1: Training of a UE-side AI/ML model at an entity external to the UE (e.g., gNB, CN, OTT server, etc.,) is more practical than training at the UE.

Observation 2: For training of a UE-side AI/ML model at the network, the gNB and OAM centric approaches and principles that has been agreed for network side model training are equally applicable. 

Observation 3: A UE may not have the required information/configuration to collect the data/measurements needed for the training of a UE side model at an OTT server.

Observation 4: An OTT server is not aware if the UE has the required configuration/information to collect the data needed for the training.

Observation 5: A UE that has the needed information/configuration for measurements needed for training of UE side model at an OTT server may not necessarily be performing the measurements due to reasons like UE power saving.

Observation 6: There may be a need to differentiate the data collected from multiple UEs according to the configuration of the network (e.g., gNB configuration), without necessarily knowing the details of the network configuration. 

Proposal 1: The agreements in RAN2-123bis for data collection for the training of a network side model to be endorsed also for the data collection for UE side model training, if the training is done in the network (e.g., gNB, OAM, etc.,)

Proposal 2: The OTT server can directly request the UE to perform the data collection, or it can ask the RAN (which can then trigger the data collection from the UE(s)).

Proposal 3: In case the OTT server directly requests the UE to perform the data collection, the UE may send to the RAN: 

· indication/request to start the data collection process.

· request the needed configuration information for the data collection (e.g., measurement configuration), if the UE does not already have the required configuration.

· indication/request to send the collected data.

Proposal 4: For data collection of UE side models at an OTT server, the MDT framework can be considered as the baseline framework for making the data available at the network. The network can forward the data to the OTT server (e.g., via a proprietary interface between OAM and OTT server). 

Proposal 5: Study needed enhancements (if any) to the MDT framework for the collection of additional information for UE side model training (e.g., vendor-specific information).
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