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Introduction
In the previous meeting, we share our views on the general aspect of life cycle management for AI functionality/Model in TR 38.843

Discussion
AI/ML Functionality based LCM
The following information is provided for AI/ML functionality in [1]:
	TR 38.843
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
[bookmark: _Hlk146735325]After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities are studied. Applicable functionalities/models can be reported by the UE.


[bookmark: _Toc19698]After AI/ML functionality identification of UE-side model and UE part of two-sided model, applicable functionalities of  is reported by the UE .
Meanwhile, there is an agreement in RAN2#123 meeting:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/ configuration/ deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
· RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS.
According to above agreement, the UE should report the AIML applicable conditions to UE, but in RAN 1 specification, there is no any definition about the applicability conditions, just having the Applicable functionalities/models. By considering the agreements achieved in RAN2#123BIS meeting:
Agreements:
For additional condition reporting, the existing capability reporting framework cannot be used. To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
We also think, the report of applicable functionalities/models from UE to NW also can use the UAI as an example which can be defined and discussed in normative phase.
[bookmark: _Toc7103]RAN 2 assumes that, for applicable AI/ML functionalities/models, using L3 signaling framework (e.g UAI) to report the current applicable functionalities/models to NW. This can be defined and discussed in the normative phase.
In addition, TR also clarifies the AI/ML functionality also support the activation/deactivation/Switch:
	The following aspects, including the definition of components (if needed) and necessity, are studied in Life Cycle Management:
-	Data collection
-	Note: This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.


As similar as Model Id based LCM, we suggest to propose a functionality model Id for AI/ML functionality operation highlighted as above 
[bookmark: _Toc17977]RAN2 assumes there is an AI/ML functionality Id is introduced for AI/ML functionality control (e.g. selection, activation, deactivation, switching, and fallback). 
AI/ML Model Id based LCM
Regarding the AI/ML Model Id based LCM, there are following description in the draft TR:
	For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.


In the first paragraph of above, the yellow highlighted wording describes that, for model identification, one model is associated with a specific condition/configurations associated with UE capability and additional conditions (e.g. site, scenarios, datasets)
[bookmark: _Toc29566][bookmark: _Toc30202]Regarding the model identification , RAN1 understands that the model identification is a procedure that NW have a same understanding on a UE sided model by the condition/configuration and additional condition (e.g. site, scenarios, datasets) received from UE side. 
However, in the previous discussion in RAN2, the global model Id is introduced, for how to assign a global model Id to a model, the following agreements are achieved:
· Model ID can be used to identify model or models for the following LCM purposes:
· model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
· (e.g. for so called “model ID based LCM”)
· How to achieve globality of the Model ID is FFS. 
· Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
· Direction1: Pre-defined/hard-coded global unique model ID 
· Direction3: Assigned global unique model ID via specific ID management node.
· Note: Other global unique model ID definition is not precluded.
· Model ID structure, if any, is FFS
[bookmark: _Toc30300][bookmark: _Toc4806] RAN2 assumes that model Id is a globally unique which is assigned to one AI model by either offline engineering (e.g. pre-defined and/or hardcoded) or specific Id management node. 
If we see the observation 2 and observation 3 together, we think that the target of the model identification is to assign an identified model with a global model Id, we need to confirm it in RAN2 If this is right understanding.
[bookmark: _Toc1293][bookmark: _Toc32484]For UE sided model and UE part of two sided model regarding the model Id based identification, RAN2 assumes the model identification is a procedure that targets to obtain a global model Id to the identified Model.
There is also the update reporting for AI/ML model description in the TR
TR 38.843
After model identification, necessity, mechanisms, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models are studied.

[bookmark: _Toc21543][bookmark: _Toc23306]Regarding the update of the UE sided/UE part model regarding the model Id based LCM, using L3 signaling framework (e.g UAI) to report the current applicable models to NW. This can be defined and discussed in the normative phase.
For understanding easily, the text proposal have been provided in the 5th subclause
[bookmark: _Toc26840]RAN2 is kindly asked to adopt the Text proposal in Subclause 5.

Conclusion
In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:
Observation 1: After AI/ML functionality identification of UE-side model and UE part of two-sided model, applicable functionalities of  is reported by the UE .
Observation 2: Regarding the model identification , RAN1 understands that the model identification is a procedure that NW have a same understanding on a UE sided model by the condition/configuration and additional condition (e.g. site, scenarios, datasets) received from UE side.
Observation 3: RAN2 assumes that model Id is a globally unique which is assigned to one AI model by either offline engineering (e.g. pre-defined and/or hardcoded) or specific Id management node.

Proposal 1: RAN 2 assumes that, for applicable AI/ML functionalities/models, using L3 signaling framework (e.g UAI) to report the current applicable functionalities/models to NW. This can be defined and discussed in the normative phase.
Proposal 2: RAN2 assumes there is an AI/ML functionality Id is introduced for AI/ML functionality control (e.g. selection, activation, deactivation, switching, and fallback).
Proposal 3: For UE sided model and UE part of two sided model regarding the model Id based identification, RAN2 assumes the model identification is a procedure that targets to obtain a global model Id to the identified Model.
Proposal 4: Regarding the update of the UE sided/UE part model regarding the model Id based LCM, using L3 signaling framework (e.g UAI) to report the current applicable models to NW. This can be defined and discussed in the normative phase.
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