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Introduction
In RAN2#121 meeting, RAN2 have concluded 7 candidates of solutions for model transfer/delivery alternatives in [1], and also have a preliminary conclusion what use cases the candidates solutions can be used for.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analysis
Above table are obtained at the very early discussion of AI for PHY in RAN2, it has been a while since it is achieved. However, so far as now, there are a lot of related agreements have been achieved, the update of this table seems needed. Hence, in this contribution, we share our views on above solutions in the table to give out the possible solutions for each use case.

Discussion 
Solution 1a/1b
Solution 1a
According to our companion paper [2], the model transfer is mapping including: gNB -> UE and UE -> gNB. In this sense, we propose:
[bookmark: _Toc9788][bookmark: _Toc24718]RAN2 assume the solution 1a can be applied to both use cases of AI/ML based CSI feedback and AI/ML based Beam Management
Solution 1b
Regarding solution 1b, there is no any UP tunnel terminated between UE and gNB so far as now. Generally speaking, if the UP solution is supported, we have two directions in a spontaneous way:
· Option 1: Change the current protocol stack to introduce a UP tunnel terminated between UE and gNB.
· Option 2: Utilize the UP path between UE and CN, then CN forward the data to gNB/UE
In option 1, the protocol stack change may bring the huge workload in the remaining SI stage as well as WI stage. It is not a good idea to have some kind of protocol stack change by the end of NR.
In option 2, Our concern is that the signaling overhead caused by the UP data of model transfer, that is, the AI model shall be transferred to UPF and then forwarded to gNB via AMF, vise versa. It literally need SA2 to confirm the feasibility. Considering SA2 does not get involved in SI stage and RAN2 is not able to evaluate such option, not mention to give out a description on how to implement this option.
In summation, either option described above seems not workable in SI stage, in this sense, we propose: 
[bookmark: _Toc30229][bookmark: _Toc7751]In NR, the model transfer/delivery between UE and gNB via UP data (i.e. solution 1b) is not supported which overrides the previous agreement.

Solution 2a/2b
In our companion paper [1], the CN is suggested to be removed from the logical entities for model transfer/deliver. Considering the solution 2a/2b is also an effective solution to address the model transfer between UE and CN, we can keep it in the study TR and revisit if some requirements are found in the normative phase, in this sense, we propose that:
[bookmark: _Toc7567][bookmark: _Toc15930] RAN2 assumes model transfer/delivery between UE and CN (i.e. solution 2a/2b) is not applicable to any use cases which overrides the information in the previous table. It can be revisit if requirements are found in the normative phase.

Solution 3a/3b
Regarding the solution 3a/3b, according to [1], it is applied for the case 1 and case 2a of AI based positioning, if applicable. 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Solution 3a
Solution 3a is model transfer between UE and LMF via LPP signaling, and the current LPP signaling framework is mature to be used, and considering sequence number is included in the LPP message, the size of AI model is no longer a big issue (note：The LPP message can support up to 18.432Mb without segmentation). And the LPP signaling is a kind of guaranteed transmission (e.g. ACK mechanism is supported for the data loss). In this sense, RAN2 can confirm the model transfer between UE and LMF via LPP signaling is supposed to be workable, and leave the detail discussion to SA2 in WI stage.
[bookmark: _Toc21258][bookmark: _Toc25197][bookmark: _Hlk142516166]RAN 2 assume the model transfer between UE and LMF via LPP signalling is applicable to the AI based positioning, and leave the detail discussion to SA2 in the normative phase.


Solution 3b
According to the current TS 23.273, the UP connection between UE and LMF has been supported, the general description is shown as below:
	[bookmark: _Toc138251296]6.18.0	 General
Clause 6.18 describes the management of the user plane connection between UE and LMF. LMF or UE may trigger the establishment of the user plane connection.
UE and LMF may maintain the established user plane connection. LMF may modify or terminate the established user plane connection between UE and LMF.
Precondition:
The LMF can send its user plane information (i.e. IP address or FQDN) to the UE via a DL NAS TRANSPORT message of the AMF. If LMF sends its FQDN to the UE, a DNS server/resolver is used to resolve the IP address of LMF (e.g. EASDF or local DNS for local LMF address resolution). UE uses URSP which includes user plane positioning related PDU session parameters (e.g. a dedicated DNN and S-NSSAI) to establish a PDU session used for user plane positioning. SMF should select a PSA UPF (located in central site or local site) connecting with the LMF for this PDU session, based on S-NSSAI, DNN and UE location information, etc.


The above description has demonstrated the UP connection has been supported for the UP data transmission between UE and LMF. RAN2 can confirm it in the TR if model transfer between UE and LMF is applicable, and leave the detail work to SA2 in the WI stage. 
[bookmark: _Toc30351][bookmark: _Toc8424]RAN 2 assumes the model transfer between UE and LMF via UP data is applicable to the use case of AI based positioning, and leave the detail discussion to SA2 in the normative phase.

Solution 4
In the previous RAN2 meeting, it has been agreed that the solution 4 is split into solution 4a and solution 4b.
R2-2310274	Discussion on model control and other LCM procedures	CMCC	discussion	Rel-18	FS_NR_AIML_air
Proposal 4: It is proposed to split solution 4 to solution 4a and 4b:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
-	Intel thinks that solution 4b is not valid.   Apple thinks this split make sense.  
-	Qualcomm thinks we need to split 4a further with option where OTT server is not transparent.  
=>	Agree to split 
According to the Annex, the model transfer between OTT server and UE for all use cases where the UE side model is supported. So we propose：
[bookmark: _Toc32423][bookmark: _Toc10515]RAN2 assumes the model transfer/delivery between UE and UE side OTT server is applicable to all use cases for UE to download the AI/ML model from its own OTT server, which is transparent to 3GPP.
In addition, according to [1] in Annex, the model transfer between OAM and UE for AI/ML based beam management with UE side model is FFS. 
[bookmark: _Toc12666][bookmark: _Toc6281]RAN2 assumes the model transfer/delivery between UE and OAM is applicable to the use case of AI/ML based CSI and FFS for AI/ML based beam management, which overrides the previous agreement.

For understanding easily, the table of relationship between the model transfer solutions and the use cases are revised as below:
Table 1: the relationship between model transfer and use cases
	Solutions
	Applicable use cases

	Solution 1a
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	Note 1: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.
Note 2: There is motivation can be found to support the solution 2a, 2b to perform the model transfer between CN and UE for AI/ML based beam management and AI/ML based CSI.
Note 3: It can be revisited if any motivation can be found in normative phase.


	Solution 3a, 3b
	Positioning accuracy enhancement
Note: It is left to SA2 to discuss the detail in normative phase, if needed.

	Solution 4a
	[bookmark: OLE_LINK2]CSI feedback enhancement
Beam management
Positioning accuracy enhancement
Note : It is just for UE to download the AI/ML model from its own UE side OTT server which is transparent to 3GPP.

	Solution 4b
	CSI feedback enhancement
Beam management (FFS)




[bookmark: _Toc30067]update table 7.3.1.3-1 as above in the TR 38.843.

Conclusion
In this contribution, we provide our further views on the identified issues for model transfer/delivery. We have the following proposals:
Proposal 1: RAN2 assume the solution 1a can be applied to both use cases of AI/ML based CSI feedback and AI/ML based Beam Management
Proposal 2: In NR, the model transfer/delivery between UE and gNB via UP data (i.e. solution 1b) is not supported which overrides the previous agreement.
Proposal 3: RAN2 assumes model transfer/delivery between UE and CN (i.e. solution 2a/2b) is not applicable to any use cases which overrides the information in the previous table. It can be revisit if requirements are found in the normative phase.
Proposal 4: RAN 2 assume the model transfer between UE and LMF via LPP signalling is applicable to the AI based positioning, and leave the detail discussion to SA2 in the normative phase.
Proposal 5: RAN 2 assumes the model transfer between UE and LMF via UP data is applicable to the use case of AI based positioning, and leave the detail discussion to SA2 in the normative phase.
Proposal 6: RAN2 assumes the model transfer/delivery between UE and UE side OTT server is applicable to all use cases for UE to download the AI/ML model from its own OTT server, which is transparent to 3GPP.
Proposal 7: RAN2 assumes the model transfer/delivery between UE and OAM is applicable to the use case of AI/ML based CSI and FFS for AI/ML based beam management, which overrides the previous agreement.
Proposal 8: update table 7.3.1.3-1 as above in the TR 38.843.
Table 1: the relationship between model transfer solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	Note 1: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.
Note 2: There is motivation can be found to support the solution 2a, 2b to perform the model transfer between CN and UE for AI/ML based beam management and AI/ML based CSI.
Note 3: It can be revisited if any motivation can be found in normative phase.


	Solution 3a, 3b
	Positioning accuracy enhancement
Note: It is left to SA2 to discuss the detail in normative phase, if needed.

	Solution 4a
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement
Note : It is just for UE to download the AI/ML model from its own UE side OTT server which is transparent to 3GPP.

	Solution 4b
	CSI feedback enhancement
Beam management (FFS)
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Annex
For CSI feedback enhancement:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.




