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1 Introduction
In this paper, we discuss general aspects related to AI based positioning.

2 Discussion
	TR 38.843 R1-2306235
Finalization of representative sub-use cases:
The following are selected as representative sub-use cases: 
· Direct AI/ML positioning: 
· AI/ML model output: UE location
· e.g., fingerprinting based on channel observation as the input of AI/ML model 
· AI/ML assisted positioning: 
· AI/ML model output: new measurement and/or enhancement of existing measurement
· e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
More specifically, the following Cases are considered for the study:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning




For direct AI/ML positioning, fingerprinting is given as one example, which is a well-known positioning technique that leverages channel measurements collected offline which are then mapped to ground truth locations. Any subsequent measurements received by the UE during the online phase are then mapped to these ground truth locations, in order to determine a UE’s location. 
Both UE and LMF can use direct AI/ML positioning (e.g., fingerprinting) with UE-side model or LMF-side model respectively, for example:
· UE-based positioning: UE performs DL measurements of reference signals (SSB/CSI-RS/PRS) and infers an estimated UE location using a UE-side model. 
· LMF-based positioning: LMF collects UE DL measurements of reference signals (SSB/CSI-RS/PRS) via LPP message, and infers an estimated UE location using an LMF-side model.

[bookmark: _Toc149895878]As one example of direct AI/ML positioning, fingerprinting technique infers UE location based on channel observation as the input. 

Considering the inputs could be the same for both UE-side positioning and LMF-side positioning in case of direct AI/ML positioning (e.g., fingerprinting), the UE-side model and LMF-side model used in above example could be eventually the same AI/ML model. 
[bookmark: _Toc149895880]For direct AI/ML positioning (e.g., fingerprint), RAN2 understands that UE and LMF may use the same AI/ML model for UE-based positioning (as UE-side model) or LMF-based positioning (as LMF-side model).

In the last RAN2 meeting, the following tables have been agreed as start point for functionality mapping analysis. It can be noted that in case of LMF-side model, it is upon LMF to train the AI/ML model, while for UE-side model whether it is trained by LMF is FFS.
Table 1: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Table 2: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Considering the discussion in Proposal 1, if the LMF-side AI/ML model trained by LMF can be used by UE as well (e.g., fingerprinting based and the required inputs are the same), it is reasonable and computing resource efficient (e.g., so that UE does not need to train the same model by itself) for LMF to transfer the trained AI/ML model (even it is used as LMF-side model for now) to the UE. 
In addition, it makes a lot of sense especially in IIOT scenario which is considered as a prioritized scenario by RAN1, the devices moving inside the factory should be known by the factory owner and the positioning service vendor. In that sense, one practical implementation to train and use an AI/ML model (e.g., fingerprinting) would be that 
· LMF configures and collects training data (e.g., radio measurement and ground truth location) from devices inside the factory
· LMF trains an AI/ML model (e.g., fingerprinting)
· LMF transfers the AI/ML model to each device
· The device performs AI/ML inference and determine the location from radio measurements

[bookmark: _Toc149895879]If an LMF-side AI/ML model trained by LMF can be used by UE as well, it is reasonable and computing resource efficient for LMF to transfer the trained AI/ML model to the UE, so that UE does not need to train by itself.
[bookmark: _Toc149895881]RAN2 supports the scenario that a UE-side model for direct AI/ML positioning is trained by LMF, e.g., a trained LMF-side model can be used for UE-side positioning as well. 



With respect to how exactly LMF transfers the AI/ML model to UE, both CP and UP based method were raised in previous RAN2 discussions. The possible solutions can be further discussed in WI phase with SA2 involvement as well. 
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
[bookmark: _Toc149895882]How does LMF transfers the AI/ML model to UE should be discussed in WI phase with SA2 involvement.

3	Conclusion

Based on the discussion above, we observe:
Observation 1	As one example of direct AI/ML positioning, fingerprinting technique infers UE location based on channel observation as the input.
Observation 2	If an LMF-side AI/ML model trained by LMF can be used by UE as well, it is reasonable and computing resource efficient for LMF to transfer the trained AI/ML model to the UE, so that UE does not need to train by itself.


Based on the discussion above, we propose:
Proposal 1	For direct AI/ML positioning (e.g., fingerprint), RAN2 understands that UE and LMF may use the same AI/ML model for UE-based positioning (as UE-side model) or LMF-based positioning (as LMF-side model).
Proposal 2	RAN2 supports the scenario that a UE-side model for direct AI/ML positioning is trained by LMF, e.g., a trained LMF-side model can be used for UE-side positioning as well.
Proposal 3	How does LMF transfers the AI/ML model to UE should be discussed in WI phase with SA2 involvement.

3 Annex: TP for TR38.843
<<<<<<<<<<<<<<<<<<<<<<< START OF CHANGE>>>>>>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc135002592][bookmark: _Toc137744884]7.3.4	Positioning accuracy enhancements
For the positioning use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE, the gNB, or the LMF. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server or LMF.

· For gNB-sided model, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.

· Inference:

· For gNB-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.

· For LMF-sided model inference, the UE or gNB can generate the necessary input data while the termination point for this input data lies within the LMF where the inference process is performed.

· For UE-sided model inference, the gNB or LMF can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· For monitoring of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the LMF.

· 
· The gNB can generate performance metrics while the termination points for these metrics is the LMF.

<<<<<<<<<<<<<<<<<<<<<<< END OF CHANGE>>>>>>>>>>>>>>>>>>>>>>>>

