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1. Introduction
In RAN2#123bis, RAN2 discussed aspects of model transfer/delivery and agreed to split solution 4 [1]: 
	- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.




Moreover, RAN2 assigned the following email discussion to further discuss the pros and cons of all solutions[2]: 
· [POST123bis][016][AI/ML] Model transfer (Intel)
Scope: Discuss table that captures pros, cons and specification efforts for the 4 solutions.  
	Intended outcome:  Agreeable proposal/table
	Deadline:  Long email dicsusion 
In this contribution, we discuss the following solutions, based on the summary of the above email discussion and proposed a related TP to TR 38.843:
· Solution 1a (model transfer/delivery via RRC signalling)
· Solution 1b and Solution 2b (model transfer/delivery via UP data)
· Solution 4 (model transfer/delivery from server (OAM, OTT) to UE)
· Solution 4a (model transfer from OTT Server (transparent to 3GPP)
2. Discussion
In RAN2#121 meeting, RAN2 discussed the report of “[Post120][053][AIML 18] model transfer delivery “ [3], and agreed the following potential solutions for model transfer/delivery [4]:
	Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).



Moreover, in RAN2#123bis, RAN2 further agreed to split solution 4 [1]: 
	- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.


In the following we discuss some aspects related to Solution 1a, Solution 1b, Solution 2b, and Solution 4a, for AI/ML model transfer/delivery, based on the summary of [POST123bis][016][AI/ML] Model transfer [2].
2.1 Solution 1a (model transfer/delivery via RRC signalling)
According to [3], the following are the pros/cons of Solution 1a: 
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution

	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE



Observation 1: Model transfer/delivery using Solution 1a may have limited impact to specifications.
One issue is that existing DL RRC transmission supports a maximum of 45KB by DL segmentation and 144KB is supported by UL segmentation. According to TS 38.331, different length of SN is supported for DL and UL.
Observation 2: Model transfer/delivery using Solution 1a may not support transfer/delivery of large size AI/ML model (e.g. model size> 45kB) over the air interface.
Another challenge for transferring AI/ML related information (e.g. model, model data, etc.) over RRC signalling, is that the RRC messages carrying AI/ML related information and RRC messages carrying important information to support UE’s connection management and mobility would be sharing same SRBs. However, the AI/ML related information may not be as important and/or urgent (or time-sensitive) as the connection establishment RRC messages. This means that some prioritisation of RRC messages should be considered. For example, considering that SRB1 is used to carry important RRC messages (e.g. RRCSetupRequest, RRCSetup, RRCSetupComplete, RRCResumeRequest, RRCResume, RRCResumeComplete, RRCReconfiguration, RRCReconfigurationComplete, RRCReestablishment RRCReestablishmentRequest, etc.), sending RRC messages, carrying AI/ML related information, on SRB1 would require allocating lower priority to the AI/ML related RRC messages. 
Observation 3: AI/ML model transfer/delivery using Solution 1a may require introducing some prioritisation rules for RRC messages over existing SRBs.
However, even with prioritisation of RRC messages (i.e. different or lower priority for RRC messages carrying AI/ML traffic), according to the following requirement on transmission of RRC segments in TS 38.300 [5]:
	[bookmark: _Toc12642591][bookmark: _Toc37231930][bookmark: _Toc46501985][bookmark: _Toc51971333][bookmark: _Toc52551316][bookmark: _Toc139018048]7.10	Segmentation of RRC messages
An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].


That is, transmission of some RRC messages may be postponed/delayed pending transmission of all segments of RRC message carrying the AI/ML model (or related data).
Observation 4: AI/ML model transfer/delivery using Solution 1a may delay transmission of some RRC messages even with SRB prioritisation considered for the RRC messages. 
2.1.1 New SRB
Another way to address the above challenge is to introduce a new SRB for sending AI/ML related information. For example, SRBx (e.g. SRB5) that can be configured to send/receive RRC messages for AI/ML related information, the network can configure LCP parameters (i.e. allocation of a priority and a prioritised bit rate (PBR)) for SRBx to control the prioritization of data transmission over SRBx.
Observation 5: AI/ML model transfer/delivery using Solution 1a may require introducing a new low priority SRBx (e.g. SRB5) to carry AI/ML model and related data.     

Proposal 1: Solution 1a may have the following cons:
· Not suitable for transferring large size models (e.g. model size> 45kB) over the air interface.
· May require introducing some prioritisation rules for RRC messages over existing SRBs.
· Even with prioritisation of SRBs transmission, some RRC messages may be postponed pending delivery of all segments of RRC messages carrying AI/ML traffic (e.g. model and related data).
2.2. Solution 1b and Solution 2b (model transfer/delivery via UP data)
The UP data is the user/application data that needs to be exchanged between the user device and servers in a DN (data network). Typically, CP packets have a smaller payload, compared with the UP packets, so the  CP path is currently designed to handle small messages between entities such as UE, RAN and CN. However, the CP design may not be suitable to transfer/deliver an AIML model (and/or any related data), which could be very large in size, as this could create network congestion and negatively impact the latency of other, more important, CP packets.
Observation 6: the CP has been designed to carry control messages which are typically small in size. However, AIML model (and/or any related data) may violate this design principle, given that some AIML models (and/or related data) could be very large in size (e.g., AIML model weights/parameters and/or model training data).
The AI/ML data size may depend on the AIML use case and/or data collection requirements of different model LCM procedures, e.g. model training data. In this case, if an AIML model needs to be frequently trained (or re-trained) in the network and then transferred/delivered to a given UE (or a group of UEs), this type of data or model transfer/delivery could require exchanging a large volume of data between the UE and the network. Similarly, transferring or delivering large training datasets across multiple network entities may be frequently needed, especially for distributed model training (which is a common case in the Federated Learning frameworks). Hence, using an UP-based solution for transferring/delivering the model and/or related data, in this case, would be the more suitable approach. 
In other AIML use case or LCM procedure, the AIML model and/or related data may be small in size. For example, in the case of model inference or monitoring, where an AIML model has already been deployed, and only measurement data may need to be exchanged between the UE and other network entities (e.g., UE and gNB). In this case, using a CP-based solution could be a suitable approach for transferring/delivering the AIML model and/or related data. 
Observation 7: considering that data related to a given AI/ML model, may vary in size, as it depends on model use case and/or model LCM procedure. Therefore, it would be beneficial to transfer/deliver larger size models and/or related data using the UP-based solution, while the CP-based solution may be used for the transfer/delivery of a smaller size model and/or related data. 
Another important aspect is how time-sensitive the data related to a given AIML model. For example, in the case of online monitoring or inference, it may be suitable to use a CP-based solution (e.g., via RRC signalling) because it may provide a higher data transmission priority compared to available UP-based solutions. This is crucial when AIML data (e.g. measurements) is needed for model training in short intervals.
Apart from AIML data size, data time-sensitivity (or latency requirements), and the data termination point(s), i.e. the consumer of the transferred/delivered model (and/or model related data). For example, considering the model deployment side, i.e. whether the model is deployed at the UE-side, network-side or a two-sided model. This aspect may also influence the selection of a CP- or UP-based solution for the transfer/delivery of model (and related data).  
[bookmark: _Toc134171644]Observation 8: when selecting between a UP- or CP-based solution for model (and/or related data) transfer/delivery, aspects such as latency (or time-sensitivity) of model (and/or data) delivery, termination points, i.e. whether a UE-side, network-side, or a two-sided model should be considered.  
Finally, in RAN2#121bis-e, RAN2 discussed the potential additional meta data and agreed the following [6]:
	R2 assumes that Information such as FFS: vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 


In our understanding, in additional to the above information, a model meta data may include information on model description (e.g. architecture (e.g. number of layers, activation functions, connections between neurons), version history, software, hardware), training data used for the model, training completion time window, loss function, entropy, prediction accuracy, etc.). This meta data have (typically) small size compared to the actual model itself (e.g. model parameters, layers, weights, etc.), and contains very important information related to the model. On that basis, it seems reasonable to treat the meta data differently than the actual model itself (e.g., in terms of priority and reliability of data transfer/delivery) because if some bits from the actual model are corrupted during its transmission, the model is still functional, but if some bits in the meta data are corrupted, then the model may not be functional because the description of model construction is included in the meta data.
Observation 9: a model meta data may be transferred/delivered to a given entity using a CP-based solution due to its importance, high latency requirement and small data size. 
2.3. Solution 4 (model transfer from Server (e.g. OTT or OAM) to UE)
2.3.1 Recap from [Post122][060][AIML] Mapping of functions to physical entities [7]
In RAN2#123 meeting, RAN2 agreed Tables 1-6, in the Report of [Post122][060][AIML] Mapping of functions to physical entities, as a starting point for further discussion. The Table 1 is based on Tables 1-6 [7]:
	Model side
	Use case 
	Mapped entities

	Two-sided
	CSI compression
	For training Type 1: 
· OAM->gNB and UE 
· OTT server->gNB and UE 
· gNB->UE 
· UE->gNB 
· [FFS: CN->gNB and UE]
For training Type 3: 
· For UE part of two-sided model: 
· OTT server->UE 
· [FFS: CN->UE]
· For NW part of two-sided model: 
· OAM->gNB
· [FFS: CN->gNB] 

	UE-side 
	beam management
	· UE-side OTT server->UE
· [FFS: gNB->UE, or OAM->UE, or CN->UE]

	NW-side 
	beam management
	· OAM->gNB
· [FFS: CN->gNB, OTT server->gNB]

	UE-side
	Positioning
	· UE-side OTT server->UE
· [FFS: LMF->UE, OAM->UE, CN->UE]

	LMF-side
	Positioning
	· N/A

	gNB-side
	Positioning
	· OAM->gNB
· [FFS: LMF->gNB]




The following are observations based on our understanding of entries in Table 1 on possible solutions for model transfer to the UE (e.g. UE-side model or UE-part of two-sided model):
Observation 10: For CSI compression use case, the Solution 4 may support model transfer to the UE for training Type 1 or Type 2. However, it is not clear whether Solution 1a/2a/1b/2b can be used in this case.
Observation 11: For beam management use case, the Solution 4 may support model transfer to the UE. However, it is not clear whether Solution 1a/2a/1b/2b can be used in this case.
Observation 12: For positioning use case, the Solution 4 may support model transfer to the UE. However, it is not clear whether Solution 2a/2b/3b can be used in this case.
Proposal 2: Solution 4 can support model transfer/delivery to the UE, for the three use cases, i.e.  CSI compression, beam management, and positioning.
2.3.2 Solution 4a (model transfer from OTT Server to UE (transparent to 3GPP)).
Following RAN2 agreement to split Solution 4, into Solution 4a and 4b, in the following we discuss some of the gaps benefits of Solution 4a, based on summary of [POST123bis][016][AI/ML] Model transfer [2]:
Table. Solution 4a current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation
	No RAN impact

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	-If model transfer/delivery from OTT server via CN , supported
-If model transfer/delivery from OTT server via LMF , depends on Rel-18 CT1 solution LPP message over a user plane connection between UE and LMF
	Note: supporting service continuity across LMF is out of RAN scope

	A5. NW controllability on model transfer/delivery (e.g. management decision at gNB)
	Model transfer/delivery is transparent to RAN
	-support management and model transfer interaction between OTT server and gNB when model management at gNB
NOTE: FFS whether this is within RAN scope or not
-support interaction between UE and gNB for the NW controllability of the model transfer/delivery (e.g. model identification, model transfer completion, etc) if management is in gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	procedure latency depends on model size, QoS requirement and DRB priority;
other latency includes forwarding data from OTT server to gNB
	Note: The detail QoS requirement for model transfer/delivery of solution 4a is out of RAN scope



The following are our comments on above table:  
· A2: the “Current status and Gaps” should be changed to “supported”. The reason is that 
· Model transfer/delivery continuity can be achieved via UP L2. 
· There is a solution (i.e., PDCP status report) to support the continuous data transmission during HO in UP.

· A5: the “Current status and Gaps” should be changed to “supported”. The reason is that 
· The fact that the model is delivered from the OTT server does not mean that the gNB cannot control or be involved in model delivery. The model transfer/delivery can still be under NW controllability when we consider re-using the existing QoS framework.   

· A7: the “Current status and Gaps” should be changed to “supported”. The reason is that 
· We do not see any gaps in relation to latency requirements for Solution 4a.
· SA2 already has the solution (i.e., Planned Data Transfer with QoS Support, PDTQ) to support the model transfer from OTT to UE taking into consideration QoS requirements (e.g., latency, timing, etc.). Thus, we can reuse it to meet the latency requirements for Solution 4a. 
· Additionally, we agree with the comment (from other companies) that the server.   
Based on above comments related to A4, A5 and A7, the following is the proposed updates to Table in [2]:
Table. Solution 4a current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation
	No RAN impact

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	-If model transfer/delivery from OTT server via CN , supported
-If model transfer/delivery from OTT server via LMF , depends on Rel-18 CT1 solution LPP message over a user plane connection between UE and LMFSupported
	Note: supporting service continuity across LMF is out of RAN scope

	A5. NW controllability on model transfer/delivery (e.g. management decision at gNB)
	Model transfer/delivery is transparent to RANSupported
	-support management and model transfer interaction between OTT server and gNB when model management at gNB
NOTE: FFS whether this is within RAN scope or not
-support interaction between UE and gNB for the NW controllability of the model transfer/delivery (e.g. model identification, model transfer completion, etc) if management is in gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	Supportedprocedure latency depends on model size, QoS requirement and DRB priority;
other latency includes forwarding data from OTT server to gNB
	Note: SA2 has the solution (i.e., Planned Data Transfer with QoS Support, PDTQ) to support the model transfer from OTT to UE taking into consideration QoS requirements (e.g., latency, timing, etc.). Thus, we can reuse it to meet the latency requirements for Solution 4a.Note: The detail QoS requirement for model transfer/delivery of solution 4a is out of RAN scope


[bookmark: Signet15]2. Conclusion
In this contribution, we discussed aspects related to Solutions 1a/1b/2b/4 and solution 4a, for AI/ML model transfer/delivery. The following are observations and proposal in this contribution:
Observation 1: Model transfer/delivery using Solution 1a may have limited impact to specifications.
Observation 2: Model transfer/delivery using Solution 1a may not support transfer/delivery of large size AI/ML model (e.g. model size> 45kB) over the air interface.
Observation 3: AI/ML model transfer/delivery using Solution 1a may require introducing some prioritisation rules for RRC messages over existing SRBs.
Observation 4: AI/ML model transfer/delivery using Solution 1a may delay transmission of some RRC messages even with SRB prioritisation considered for the RRC messages. 
Observation 5: AI/ML model transfer/delivery using Solution 1a may require introducing a new low priority SRBx (e.g. SRB5) to carry AI/ML model and related data.          
Observation 6: The CP has been designed to carry control messages which are typically small in size. However, AIML model (and/or any related data) may violate this design principle, given that some AIML models (and/or related data) could be very large in size (e.g., AIML model weights/parameters and/or model training data).
Observation 7: Considering that data related to a given AI/ML model, may vary in size, as it depends on model use case and/or model LCM procedure. Therefore, it would be beneficial to transfer/deliver larger size models and/or related data using the UP-based solution, while the CP-based solution may be used for the transfer/delivery of a smaller size model and/or related data. 
Observation 8: When selecting between a UP- or CP-based solution for model (and/or related data) transfer/delivery, aspects such as latency (or time-sensitivity) of model (and/or data) delivery, termination points, i.e. whether a UE-side, network-side, or a two-sided model should be considered.   
Observation 9: A model meta data may be transferred/delivered to a given entity using a CP-based solution due to its importance, high latency requirement and small data size. 
Observation 10: For CSI compression use case, the Solution 4 may support model transfer to the UE for training Type 1 or Type 2. However, it is not clear whether Solution 1a/2a/1b/2b can be used in this case.
Observation 11: For beam management use case, the Solution 4 may support model transfer to the UE. However, it is not clear whether Solution 1a/2a/1b/2b can be used in this case.
Observation 12: For positioning use case, the Solution 4 may support model transfer to the UE. However, it is not clear whether Solution 2a/2b/3b can be used in this case.
Proposal 1: Solution 1a may have the following cons:
· Not suitable for transferring large size models (e.g. model size> 45kB) over the air interface.
· May require introducing some prioritisation rules for RRC messages over existing SRBs.
· Even with prioritisation of SRBs transmission, some RRC messages may be postponed pending delivery of all segments of RRC messages carrying AI/ML traffic (e.g. model and related data).
Proposal 2: Solution 4 can support model transfer/delivery to the UE, for the three use cases, i.e.  CSI compression, beam management, and positioning.
Proposal 3: RAN2 is kindly asked to agree the TP on Solution 4a for TR 38.843 (in Annex A).
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5. Annex A (TP for TR 38.843 [8])
[bookmark: _GoBack]The following is our proposed updated Table based on proposal 8 in summary of the [POST123bis][016][AI/ML] Model transfer [2]:
Table. Solution 4a current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation
	No RAN impact

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	Supported
	Note: supporting service continuity across LMF is out of RAN scope

	A5. NW controllability on model transfer/delivery (e.g. management decision at gNB)
	Supported
	-support interaction between UE and gNB for the NW controllability of the model transfer/delivery if management is in gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	Supported
	Note: SA2 has the solution (i.e., Planned Data Transfer with QoS Support, PDTQ) to support the model transfer from OTT to UE taking into consideration QoS requirements (e.g., latency, timing, etc.). Thus, we can reuse it to meet the latency requirements for Solution 4a.




