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Introduction
Functionality mapping to network entities was discussed during RAN2 #123 meeting with the following FFSes:
1) CSI compression with two-sided model: FFS whether CN can be model training mapped entity and transfer/deliver the model to the UE; FFS whether UE can be model/functionality control entity
2) Beam management with UE-sided model: FFS whether gNB/OAM/CN can be model training mapped entity and transfer/deliver the model to the UE
3) Beam management with NW-sided model: FFS whether CN/OTT server can be model training mapped entity and transfer/deliver the model to the gNB
4) Positioning with UE-sided model: FFS whether LMF/OAM/CN can be model training mapped entity and transfer/deliver the model to the UE
5) Positioning with gNB-sided model: FFS whether LMF can be model training mapped entity and transfer/deliver the model to the gNB
Furthermore, remaining open issues on AI/ML algorithm locality is also discussed.
Discussion
Functionality Mapping
CN involvement
As summarized in above section, among all use cases, whether CN can be served as model training entity is FFS. 
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]


Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 


Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]


Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]


Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF


Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]



In this section, we further discuss CN involvement.
For CSI feedback enhancement and beam management, the commonality between the two use cases is that both use cases are focusing to optimize real-time performance in physical layer. If CN is considered as termination for model training, we see following drawbacks:
1. Large signaling overhead for model training data collection
To support data collection for model training, large signaling overhead may be introduced to transfer training data/dataset from gNB/UE to CN, as most data required by model training for CSI feedback enhancement and beam management are physical layer-related information, e.g. target CSI, including Precoding Matrix or channel matrix, L1-RSRP, etc. It was discussed in RAN1 that such information could be 500bits to 1Mbits per sample. Considering the large number of samples needs to be collected for model training, though the latency requirement could be relaxed, training model at CN can lead to signaling storm and unnecessary overhead by supporting model training data collection.
2. Not suitable for cell-specific model
There’s no specific discussion in RAN1 and RAN2 about whether the AI/ML model used at gNB/UE side is a cell-specific or UE-specific model. In our understanding, both options are possible but cell-specific model may have less complexity for management and be easy for deployment. On the other hand, CN is more suitable to operate for UE-specific model, where all user consents are visible. This may also introduce massive UE-specific models to be handled at CN side, which could be complex .  
3. Model transfer/update within network for NW-side model
For NW-side model, compared with model training located at gNB, model training at CN requires extra signaling to transfer the initial deployed model or updated model to gNB. It is further observed that SA5 has studied model transfer between OAM to NG-RAN to support AI/ML NG-RAN use cases [1]. Supporting model transfer from CN to NG-RAN seems redundant and less motivated. 
Based on above observations, even though CN could be a suitable entity for UE-specific model training, considering management complexity and other drawbacks, it is proposed that CN is not considered as model training. Hence, model transfer/delivery from CN to gNB/UE is also deprioritized, as discussed in our companion contribution [2].
Proposal 1: Model Training (offline training) at CN and model transfer/delivery from CN to gNB/UE are deprioritized in Rel-18 SI.
OAM involvement for UE-sided model
As for OAM, in our understanding, whether OAM can be considered for model training depends on whether the beam management model used at UE-side is a cell-specific model or a UE-specific model. It is observed that OAM is normally used for network management, which is not used for managing UE. Therefore, if a UE-specific model is needed, OAM may not be suitable to function as a model training entity; otherwise, OAM can be considered as model training entity for cell-specific model, which is similar to other network-sided use cases (e.g. load balancing, energy saving, mobility enhancement) studied in RAN3. 
Proposal 2: OAM can be considered as model training entity for UE-side model, if non-UE specific model is used at UE-side.
CSI Feedback Enhancement
One additional FFS about functionality mapping for CSI feedback enhancement use case is whether UE can be mapped with model/functionality control function. 
As captured in TR 38.843 [3], performance monitoring for CSI compression use case is ended up at NW-side:
	For CSI compression use case:
· For model training, training data can be generated by UE/gNB 
· For NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-part of two-sided model inference, input data is internally available at UE.
· For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB


Extra overhead and latency could be introduced if the performance metrics need to be transmitted back to the UE for model control. 
Furthermore, it is always network responsibility to make sure the overall system is running with good performance. Though controlling model/functionality at UE-side may bring flexibility and operation complexity reduction at network side, it may also downgrade system performance and lead to connection failure.
Proposal 3: For CSI compression with two-sided model, UE as model/functionality control entity is deprioritized in Rel-18 SI.
Beam Management
It is still FFS whether gNB can be training entity for beam management UE-side model. 
One benefit of considering gNB as training entity for UE-side model is for model generalization or model diversity, as network could gather information from massive UEs, which could help gNB to build a comprehensive database for model training. With all those information, gNB can either train a generalized model that can work for different applicable scenarios, etc, or train multiple models for each specific scenario/configuration/etc. This provides UE with more flexibility in model selection compared to training a model on its own and can possibly find a model that is suitable for its own condition(s). 
Proposal 4: gNB is considered as model training entity for beam management UE-side model.
Another FFS in beam management is whether OTT server can be considered as training entity for NW-sided model. 
To support model training at OTT server for NW-sided model, gNB will be required to provide RAN-related information to OTT server for model training data collection. However, there’s no existing framework supporting such data collection procedure, and exposing RAN data to OTT server may also have some security risks. Therefore, OTT server is not suitable to be model training entity for NW-sided model.
Proposal 5: OTT server as model training entity for beam management NW-sided model is deprioritized in Rel-18 SI.
Positioning Accuracy Enhancement
It was agreed in RAN2 #123 meeting that OAM can be used for gNB-side model training.
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Similar as OAM, in our understanding, if LMF could provide a non-UE specific model, there’s no harm to consider LMF as model training entity, which can provide more diversity for positioning accuracy enhancement. 
Proposal 6: LMF can be considered as model training entity for positioning enhancement gNB-side model, if non-UE specific model is used.
A TP to TR38.843 reflecting above proposals is attached in Annex.
Proposal 7: RAN2 considers table updates below for function to entity mapping.
Conclusion
In this contribution, we analyze remaining open issues of functionality mapping and the algorithm locality impact to RAN2 and AI/ML related capability with following observation and proposal:
Functionality Mapping
Proposal 1: Model Training (offline training) at CN and model transfer/delivery from CN to gNB/UE are deprioritized in Rel-18 SI.
Proposal 2: OAM can be considered as model training entity for UE-side model, if non-UE specific model is used at UE-side.
Proposal 3: For CSI compression with two-sided model, UE as model/functionality control entity is deprioritized in Rel-18 SI.
Proposal 4: gNB is considered as model training entity for beam management UE-side model.
Proposal 5: OTT server as model training entity for beam management NW-sided model is deprioritized in Rel-18 SI.
Proposal 6: LMF can be considered as model training entity for positioning enhancement gNB-side model, if non-UE specific model is used.
Proposal 7: RAN2 considers table updates below for function to entity mapping.

Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE] 


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
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Annex: TP to TR38.843
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE] 


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.


