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Introduction
It has been agreed in RAN2#123 meeting [1] that for Mapping of functions to physical entities, 6 tables are agreed with multiple FFS. In order to ensure these tables can be captured into the TR in a timely manner, in this contribution, we will continue to discuss these FFS in the agreed tables for mapping of functions to physical entities.
Discussion
Mapping of functions-to-entities
Based on [1], 5 out of the 6 tables contain FFS, so here we analysis the tables which involve FFS:
· For CSI feedback enhancement
For CSI compression with two-sided model, the Table 1 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	[bookmark: OLE_LINK6][bookmark: OLE_LINK7]Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


For CSI compression, the most concerning issue is whether CN should be considered as a candidate node for model training and model transfer/delivery. Since the encode and decode for CSI compression can only be performed in the UE and in the gNB, there is no need to perform the model training in the CN node, and then no model should be directly transferred/delivered from CN to UE/gNB.
Proposal 1a: Remove CN node and the involved mapped entities for CSI compression use case.
Although the monitoring is performed at UE side for CSI compression, for Model/functionality control, the RAN1 agreements are:
	Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side AI model performance monitoring:  NW monitors the performance metrics and make decisions of model activation/ deactivation/updating/switching    
· UE-side AI model performance monitoring: UE monitors the performance metrics and reports to Network, NW will further makes decisions of model activation/ deactivation/updating/switching    


So based on the RAN1 agreements, we do not think the Model/functionality control can be decided or performed by UE. So the [FFS: UE] should be removed.
Proposal 1b: Remove [FFS: UE] for Model/functionality control for CSI compression.
· For beam management
For beam management, the Table 2 and 3 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Similar to CSI enhancement use case, the mapped entities involves CN node should be removed since the BM use case can only be performed in the UE and in the gNB, and no CN node is directly involved. For gNB and OAM, it is illustrated in the RAN1 reply LS [2] that:
	Note: In RAN1’s answer to Assumption 4, RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm.


So whether the gNB and OAM should be in the scope could be decided by RAN2 on our own. Since the data collection for AIML may reuse the MDT framework and MDT data can be utilized by the OAM or by gNB, and we list the gNB and OAM node also for the training node of CSI compression, it is suggested reserving the two nodes as candidate options, for model training and for Model transfer/delivery.
Proposal 2a: Reserve the gNB and OAM for the model training and reserve gNB->UE and OAM->UE for Model transfer/delivery for beam management with UE-side model.
Proposal 2b: Remove CN node and the involved mapped entities for BM use case with UE-side model or with NW-side model.
For the BM with NW-side model, since there is no connection between the OTT-server and the gNB, the OTT server and the involved mapped entity should also be removed.
Proposal 2c: Remove OTT-server and the involved mapped entity for BM use case with NW-side model.
· For Positioning accuracy enhancement
For positioning accuracy enhancement, the Table 4, 5 and 6 below can be used as starting point for discussion on mapping of AI/ML functions to physical entities. And there is no FFS for Table5.
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


For positioning with UE-side model (case 1 and 2a), similar to CSI enhancement and BM use cases, the mapped entities involves CN node should be removed since the Positioning use case only have impact on UE, gNB and LMF, so no other CN node should be directly involved.
Proposal 3a: Remove CN node and the involved mapped entity for positioning accuracy enhancement use case.
For positioning with UE-side model (case 1 and 2a), since it is appropriate for the LMF to perform model training because itself can collect the positioning data (e.g. use any of the positioning method). And for OAM, if possible, it is preferred that multiple use cases (Positioning enhancement and others) reuse the same data collection framework. So the LMF and OAM should not be excluded at this stage.
Proposal 3b: Reserve the LMF and OAM for the model training and reserve LMF -> UE and OAM -> UE for Model transfer/delivery for positioning with UE-side model (case 1 and 2a).
For positioning with gNB-side model (case 3a), it is not in RAN2 scope. But similar to UE-side model (case 1 and 2a), the LMF should not be excluded for the model training and the initiation node of Model transfer/delivery.
Proposal 3c: Reserve the LMF for the model training and reserve LMF -> UE for Model transfer/delivery for positioning with gNB-side model (case 3a).
Thus, based on above proposals, we provide a TP including the updated Table 1 - 6 in the Annex which are expected to be captured into TR38.843.
SA2 LS on AI/ML Core Network enhancements
SA2 sent an LS to TSG RAN, RAN1, RAN2 and RAN3 on AI/ML Core Network enhancements [3]. In the LS, SA2 is asking feedback on whether there is any requirement for SA2 to support AI/ML in air interface.
	1. Overall Description:
SA WG2 and TSG SA are discussing, in the context of the draft (not yet approved) rel.19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158), which is still undergoing discussion in SA2. 

The WT contains the following NOTE 

"Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions."

SA WG2 is asking TSG RAN and RAN WGs (in TO above) to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings. 

2. Actions:
To RAN1, RAN2, RAN3, TSG RAN: 
ACTION: 	SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.


· WT#1.1
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]In the mentioned WT by SA2 LS, WT#1.1 is about the data collection framework.
	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.


For data collection, RAN2 lists several existing frameworks for the candidate data collection methods, which include:
· Logged MDT;
· Immediate MDT;
· L3 measurements;
· L1 measurement (CSI reporting);
· UE Assistance Information (UAI);
· Early measurements;
· LPP.
Among all candidate methods, the logged MDT, immediate MDT and LPP involve OAM and LMF, others involve gNB. So besides LMF which can be utilized for AI/ML based positioning used case, other CN node is not considered for the use cases of CSI and BM.
Observation: No any CN node is considered in RAN2 for data collection of CSI and BM use cases. 
Therefore for data collection, there is no RAN2 perspective requirement for SA2 to support AI/ML air interface CSI and BM use cases based on current listed candidate data collection frameworks in TR38.843. For Positioning use case, we can discuss the requirement in WT#1.5.
Proposal 4a: Regarding SA LS WT#1.1, RAN2 has no requirement for SA2 to support AI/ML air interface CSI and BM use cases based on current candidate data collection frameworks.
· WT#1.2
WT#1.2 is about model transfer/delivery to UE. Related information to UE is also included.
	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.


For model transfer/delivery, RAN2 lists 8 candidate solutions, and the pros and cons are under email discussion [4], but there’s no intention from this email discussion to down-select among the four model transfer solutions. The terminated node besides UE may include gNB, CN(except LMF), LMF, OTT server and OAM (corresponding to model transfer solutions 1/2/3/4), since for Positioning use case we can discuss the requirement in WT#1.5, so only the solution 2a and 2b involve CN (expect LMF):
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling;
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
For Solution 2a, current NAS signaling (with segments) may not fulfill the model size requirement which may need further considered; and for Solution 2b, the QoS requirement of specific DRB for model transfer maybe special.
Therefore from RAN2 perspective, we have the following proposal:
Proposal 4b: Regarding SA LS WT#1.2, RAN2 can ask SA2 to consider the following aspects:
· Large model size of model transfer/delivery based on NAS signalling;
· QoS requirement for UP based model transfer/delivery between UE and LMF.
· WT#1.3
WT#1.3 is on model identification and model management. 
	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2.


For model identification, RAN1 has reached agreement on three different types, i.e. Type A, Type B1 and Type B2. Type A is offline model identification which may be between OTT server and network, and is transparent to 3GPP OTA signaling. Type B1 and Type B2 are online identification between UE and NW, defined as UE-to-NW and NW-to-UE identification respectively. But RAN2 has no discussion on model identification procedure. Hence, whether there is any requirement for SA2 is up to RAN1, e.g. whether the model identification types may have impact on SA2 requirement. RAN2 has no requirement for SA2 in WT#1.3.
For model management, in our understanding, it is referring to model activation, deactivation, switching, etc. We do not expect there will be any requirement to SA2.
Proposal 4c: Regarding SA LS WT#1.3 on model identification, whether there is any requirement for SA2 is up to RAN1 discussion on model identification types A/B1/B2. Regarding SA LS WT#1.3 on model management, RAN2 has no requirement for SA2.
· WT#1.4
WT#1.4 is related to AI/ML for NG-RAN.
	WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3.


AI/ML for NG-RAN has been studied in Rel-17 and changed to WI in Rel-18. It is a pure RAN3 work and irrelevant to RAN1.
Proposal 4d: Regarding SA LS WT#1.4, whether there is any requirement for SA2 is up to RAN3.
· WT#1.5
[bookmark: OLE_LINK14][bookmark: OLE_LINK17]WT#1.5 is dedicated for location service (LCS) enhancement to support AI/ML based positioning.
	WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.


WT#1.5, several aspects may be included:
· UE data collection, similar to WT#1.1, but could be between UE/gNB and LMF.
· Model transfer/delivery enhancement, similar to WT#1.2, but could be between UE/gNB and LMF.
For data collection, “LPP” is one of the candidate existing frameworks can be used, and the detailed information e.g. CIR, PDP or LOS/NLOS indicator may be transmitted by LPP spec;
For model transfer/delivery, the solution 3a and 3b involve LMF which needs to consider the enhancement on LPP sepc:
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling;
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
And for Positioning case 3a/3b (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning/ NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), the model transfer is between gNB and LMF, which needs to consider the enhancement on NRPPa sepc.
Therefore, we have the following proposal:
Proposal 4e: Regarding SA LS WT#1.5, RAN2 can ask SA2 to consider the positioning use case, including:
· Enhancement on the UE data collection based on existing LPP framework;
· Enhancement on model transfer/delivery between UE and LMF (Model transfer solution 3a/3b);
· Enhancement on model transfer/delivery between gNB and LMF.
Conclusion
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]In this contribution, we discussed the detailed contents of Mapping of functions-to-entities tables, and the following proposals are made:
· For Mapping of functions-to-entities
· For CSI feedback enhancement
Proposal 1a: Remove CN node and the involved mapped entities for CSI compression use case.
Proposal 1b: Remove [FFS: UE] for Model/functionality control for CSI compression.
· For beam management
Proposal 2a: Reserve the gNB and OAM for the model training and reserve gNB->UE and OAM->UE for Model transfer/delivery for beam management with UE-side model.
Proposal 2b: Remove CN node and the involved mapped entities for BM use case with UE-side model or with NW-side model.
Proposal 2c: Remove OTT-server and the involved mapped entity for BM use case with NW-side model.
· For Positioning accuracy enhancement
Proposal 3a: Remove CN node and the involved mapped entity for positioning accuracy enhancement use case.
Proposal 3b: Reserve the LMF and OAM for the model training and reserve LMF -> UE and OAM -> UE for Model transfer/delivery for positioning with UE-side model (case 1 and 2a).
Proposal 3c: Reserve the LMF for the model training and reserve LMF -> UE for Model transfer/delivery for positioning with gNB-side model (case 3a).
Based on above proposals, we provide the TP including the updated Table 1 - 6 in the Annex.

· For SA2 LS on AI/ML Core Network enhancements
Proposal 4a: Regarding SA LS WT#1.1, RAN2 has no requirement for SA2 to support AI/ML air interface CSI and BM use cases based on current candidate data collection frameworks.
Proposal 4b: Regarding SA LS WT#1.2, RAN2 can ask SA2 to consider the following aspects:
· Large model size of model transfer/delivery based on NAS signalling;
· QoS requirement for UP based model transfer/delivery between UE and LMF.
Proposal 4c: Regarding SA LS WT#1.3 on model identification, whether there is any requirement for SA2 is up to RAN1 discussion on model identification types A/B1/B2. Regarding SA LS WT#1.3 on model management, RAN2 has no requirement for SA2.
Proposal 4d: Regarding SA LS WT#1.4, whether there is any requirement for SA2 is up to RAN3.
Proposal 4e: Regarding SA LS WT#1.5, RAN2 can ask SA2 to consider the positioning use case, including:
· Enhancement on the UE data collection based on existing LPP framework;
· Enhancement on model transfer/delivery between UE and LMF (Model transfer solution 3a/3b);
· Enhancement on model transfer/delivery between gNB and LMF.
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Annex – TP of TR38.843
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]This TP provides the updated mapping of functions to physical entities tables based on the proposals of this contribution for all the 3 AI/ML use cases.
7.3.1.X	Mapping of functions to physical entities
For CSI feedback enhancement:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]



For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE



Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB



For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



