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Introduction
In last RAN2 meeting, the following agreements about UE capability and additional condition reporting were achieved [1]:
	Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  


In this contribution, in section 2, we will focus on the leftover issues about additional condition reporting and meta information, the proposals are summarized in Section 3.
Discussion
0. Additional condition reporting
In last meeting, it was agreed that for additional condition reporting, the existing capability reporting framework cannot be used. To report these conditions (if needed), UAI can be used as an example. It means that the additional condition needs to be reported to network dynamically. In RAN1#114bis meeting, the additional condition is descripted as follow.
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 


Based on the agreement above, the additional condition in RAN1’s understanding is refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. And, before it, it also had been agreed the agreement below for AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models in RAN1#112bis-e meeting.
	· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.


 So, according to RAN1’s agreements, a model will be associated with “specific configurations/conditions” and “additional conditions”. The “specific configurations/conditions” is associated with UE capability of an AI/ML-enabled Feature/FG (e.g., the static state configuration which can be standardized), and the “additional conditions” is the part not included in “specific configurations/conditions” which is assumed for the training of the model (e.g., these conditions which cannot be standardized, or cannot be included in “specific configurations/conditions”). The “specific configurations/conditions” and “additional conditions” should be identified between UE-side and NW-side for model management. From our perspective, the “additional condition” in RAN2 should include both the “specific configurations/conditions” and the “additional conditions” which is reported by UE dynamically, e.g., using UAI message.
Observation: The “additional condition” in RAN2 should include both the “specific configurations/conditions” and the “additional conditions” discussed in RAN1 which is reported by UE dynamically for UE-side models and/or UE-part of two-sided models.
In addition, for the signaling of additional conditions from network to UE was left FFS in last meeting and needs to be further discussed. Considering that the additional condition is associated with model training, it should be sent to UE from network along with model transfer. Therefore, the signaling of additional condition from network to UE should be same as model transfer signaling. As the model transfer solution is still under discussion in RAN2, the signaling of additional conditions from network to UE can be decided upon the model transfer solution is determined.
A TP is provided in Annex A1.
Proposal 1: The additional condition from network to UE should be sent along with model transfer, and the signaling is depended on model transfer solution.
0. Model identification and meta information
In current running TR [2], an Editor’s note is added in “7.3.1.1	Model Identification and meta information” section which indicates that it is still FFS in RAN2 which other metadata can be used to control or manage AI/ML models (e.g., whether to include vendor information, applicable conditions of models, model performance indicators, etc...). In RAN2#121bis-e meeting, about metadata, it was agreed as follow.
	· R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 


We understand the “applicable conditions” has been agreed to be part of meta information, and it can be reported/sent during model identification or model transfer procedure, no further discussion is needed for the information. But for “model performance indicators”, considering that there is no related terminology or discussion in RAN1, so we suggest waiting for RAN1’s discussion for “model performance indicators” information and not capture it in current TR.
Proposal 2: Capture in current running TR to include at least the “applicable conditions” in meta information. 
For vendor info, it is still FFS and need to be discussed. Considering that vendor info is sensitive and there can be user privacy issues, and it can be indicated implicitly by model id after we identify the uniqueness of model IDs, therefore, we prefer not to include the vendor info in meta information.
Proposal 3: Vendor info is not included in meta information.
In [2], the follow Editor’s note is added in “7.3.1.1 Model Identification and meta information” section.
	Editor’s note (RAN2): RAN2 might still need to address details on how model identification is achieved.
Editor’s note (RAN2): It is still FFS in RAN2 how to define (or eventually achieve) uniqueness of model IDs.


For the details on how model identification is achieved, we understand it is still under discussion in RAN1. RAN1 will take care of this model identification part in TR. No more details need to be discussed in RAN2 in R18 SI. For the detail procedure of model identification, it can be discussed the details in R19 WI stage. 
For how to define the uniqueness of model IDs, e.g., what contents in model IDs and what format for model IDs can be discussed in R19 WI stage due to the time limitation in R18 SI. 
Therefore, we propose to remove the two Editor’s notes in the TR from now.
Proposal 4: Remove the following two Editor’s notes in the TR.
· Editor’s note (RAN2): RAN2 might still need to address details on how model identification is achieved.
· Editor’s note (RAN2): It is still FFS in RAN2 how to define (or eventually achieve) uniqueness of model IDs.
A TP is provided in Annex A2.
Conclusion
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]In this contribution, we have some discussions on the additional condition reporting, model identification and meta information, and the following observation and proposals are made:
Additional condition reporting
Observation: The “additional condition” in RAN2 should include both the “specific configurations/conditions” and the “additional conditions” discussed in RAN1 which is reported by UE dynamically for UE-side models and/or UE-part of two-sided models.
Proposal 1: The additional condition from network to UE should be sent along with model transfer, and the signaling is depended on model transfer solution.

Model identification and meta information
Proposal 2: Capture in current running TR to include at least the “applicable conditions” in meta information. 
Proposal 3: Vendor info is not included in meta information.
Proposal 4: Remove the following two Editor’s notes in the TR.
· Editor’s note (RAN2): RAN2 might still need to address details on how model identification is achieved.
· Editor’s note (RAN2): It is still FFS in RAN2 how to define (or eventually achieve) uniqueness of model IDs.
Reference
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Annex
Annex A1		TR 38.843
START OF CHANGE
7.3.1.5	Additional reporting
AI/ML models for a given use case may be tailored towards and applicable to specific scenarios, locations, configuration, deployments, among other factors. In this regard, it is acknowledged that AI/ML models may undergo updates, such as model changes, as an inherent part of their development. Therefore, to ensure efficient network control and management, especially associated to what concerns the UE-side, UEs might have the ability to indicate relevant information about their supported AI/ML models and concerning AI/ML functionalities to the network. This can allow the network to perform decisions regarding, e.g., the activation, deactivation, or switching of AI/ML functionalities and AI/ML models.
The previously mentioned information could in principle be understood as “applicability-related information” in which the UE could, for example, report to the network conditions under which a model/functionality is applicable/suitable, or whether model(s)/functionality(es) are (non)applicable under the current context. Note, however, that the existing UE capability reporting framework cannot be used for such purposes. 
[bookmark: _Hlk149853075]Note: How and whether there is a need to enable UEs to report applicability-related information can be further discussed and defined in a normative phase. Mechanisms such as UE Assistance Information can eventually be used as example. 
Two UE reporting types are identified to convey this additional information:
· “reactive” reporting, and

· “proactive” reporting.
A reactive reporting would involve the UE to provide information to the network upon receiving an action from it, e.g., after being configured with a non-applicable AIM/ML functionality/model.
While a proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it. For example, the UE proactively informs the RAN of updates/changes to its supported model(s) or functionality(es).
For the “applicability-related information” in which the network could, for example, send to the UE conditions under which a model/functionality is applicable/suitable. The “applicability-related information” should be sent along with model transfer, and the signaling is depended on model transfer solution.
Note: Whether necessary signalling from network is needed for proactive UE reporting can be discussed in a normative phase. 
Editor’s note (RAN2): It is still FFS whether there is a need for the network to report to the UE changing conditions or applicability of AI/ML models and/or AI/ML functionalities.
END OF CHANGE


Annex A2		TR 38.843
START OF CHANGE
7.3.1.1	Model Identification and meta information
According to the functional framework in Figure 4.4-1, for a model-ID-based LCM, a model ID can be used within functions and for different data/information/instruction flows to identify an AI/ML model. For example, a model ID could eventually be associated to the selection/(de)activation/switching of a model or linked to the “Model Transfer/Delivery” information.
RAN2 assumes that a model ID can be globally unique, e.g., allowing for proper model validation and model testing procedures.
Note: Details of model training, validation and testing are out of RAN2 scope.
Additionally, to manage or control AI/ML models some meta information about the models may be needed. The meta information can include the applicable conditions of models; vendor information is not included in meta information for user privacy protection. 
Note: Details on the relationship between model IDs and meta information for purposes of model control and management can be addressed during normative phase.        
Editor’s note (RAN2): RAN2 might still need to address details on how model identification is achieved. 
Editor’s note (RAN2): It is still FFS in RAN2 how to define (or eventually achieve) uniqueness of model IDs.
Editor’s note (RAN2): It is still FFS in RAN2 which other metadata can be used to control or manage AI/ML models (e.g., whether to include vendor information, applicable conditions of models, model performance indicators, etc...). 
END OF CHANGE

